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•  The HSC fields are selected based on …!
–  Synergy with other data sets: SDSS/BOSS, The Atacama 

Cosmology Telescope CMB survey (from Chile), X-ray (XMM-
LSS), spectroscopic data sets!

–  Spread in RA!

–  Low dust extinction!

 �

• new wide-field (1.7 deg2) camera at Subaru telescope

• 3-layer survey (2014-2019?)
    − Wide           (1400 deg2, rlim ~ 26, grizy)
    − Deep           (27 deg2,    rlim ~ 27, grizy+3NBs)
    − Ultra-Deep   (3.5 deg2,   rlim ~ 28, grizy+3NBs)



 

HSC survey progress

• 2/3 of nights already allocated

???

https://hsc-release.mtk.nao.ac.jp/doc/
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• first-year shear catalog from ~1/5 of total data
 

• shape measurements w/ re-Gaussianization 
    method (Hirata & Seljak 2003)
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Fig. 1. Map of the i-band PSF FWHM across each field. The holes in area coverage are due to masking bright stars, while the other aspects of the
area coverage are determined as described in subsection 2.2. (Color online)

that will hereafter be referred to as HECTOMAP, VVDS,
WIDE12H, GAMA15H, GAMA09H, and XMM.

For the weak lensing shear catalog, we make a number
of well-motivated cuts on this dataset:

! Weak lensing full depth and full color (WLFDFC) cut:
We restrict ourselves to regions that reach the approx-
imate full depth of the survey in all five broad-band
filters (grizy), to achieve better uniformity of the shear
calibration and photometric redshift quality across the
survey. This cut is non-trivial mainly because of issues
like chip gaps which could result in lattice-like features in
the area coverage depending on how the cut is applied.
In detail, this cut is imposed by requiring the number
of visits within HEALPix pixels with NSIDE=1024 so that
(g, r, i, z, y) ≥ (4, 4, 4, 6, 6) and ilim > 25.6 (using a lim-
iting magnitude definition described below). We allowed
the number of i-band exposures to be smaller than the
ideal value (6) so as to avoid removing part of the VVDS
field where visits with excellent seeing (resulting in poor
PSF modeling as described in the HSC DR1 paper) were
removed from the coadds. Given the very good seeing,
the limiting magnitude can nevertheless meet our target.
The limiting magnitude is estimated as follows. First we
obtain a limiting magnitude for each patch from the

database.14 This limiting magnitude is defined as the
magnitude at which the PSF photometry has S/N ∼ 5σ

(for details, see the HSC DR1 paper). However, we
cannot immediately use this limiting magnitude because
it fails in some patches due to the failure of forced mea-
surements. Instead, we perform a linear fit on the lim-
iting magnitude as a function of seeing, which is again
obtained from the database, and the number of visits
(ignoring the dependence on transparency), and use this
linear fit for the limiting magnitude in all the patches.
Note that this WLFDFC cut is defined differently from
the full depth cut in the HSC DR1 paper, with the
most important difference being that it is more inclu-
sive in the VVDS field in regions where some exposures
were removed.! PSF model failures: as detailed at the start of section 4,
we eliminate regions with demonstrable PSF modeling
failures in the coadd PSF (defined in subsection 2.3)
according to a cut given in that section.

14 The HSC data is processed separately in equi-area rectangular regions on the sky.
The regions, called tracts, are pre-defined as an iso-latitude tessellation, where
each tract covers approximately 1.7 × 1.7 deg2. A tract is further divided into 9 × 9
sub-areas, each of which is 4200 pixels on a side (approximately 12′) and is called
a patch.
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• total area of ~137 deg2 after bright star mask
 

• mean seeing of 0.58″, neff ~ 22 arcmin−2

Mandelbaum, Miyatake+ PASJ 70(2018)S25 
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Fig. 13. Stacked tangential (upper) and cross (lower) shear profiles
around random points, averaged across the entire survey. The number
density of the random points is 50 deg−2. Errors are estimated from
mock catalogs which follow the same spatial distribution of galaxies as
the HSC shear catalog and includes cosmic shear from ray-tracing sim-
ulations (see Oguri et al. 2018 for more details). The χ2 and p values for
the null hypothesis for each field are summarized in table 2.

Fig. 14. Average tangential and × shear around bright stars across the
entire survey, defined as all stars with i-band magnitude ≤22.5 (and
passing other cuts as defined in subsection 4.1). We restrict ourselves
to small scales here so that we can investigate the impact of nearby
stars on shear estimates, for example due to their inducing errors in sky
background estimation.

Fig. 15. Average cross shear around SDSS CMASS galaxies across
the entire survey at all redshifts. This quantity should be zero due
to symmetry.

original PSF shape (as traced by star shapes) leaks into
the galaxy shapes. First we consider the left-hand panel,
the star–star correlations, where only ξ+ [equation (11)] is
shown. These curves are fairly flat over separations of a
degree, indicating that the PSF shape exhibits slow spatial
variations in the coadd. The magnitude of the curves, from
2 × 10−3 for HECTOMAP down to 5 × 10−4 for XMM,
reflects the typical PSF shape magnitudes from 0.05 down
to 0.02 in these fields. The inverse correlation between
seeing size and typical PSF shape may be caused by either
increased contributions from optical distortions (Miyazaki
et al. 2018) in the very best seeing, or the fact that the ampli-
tude of the atmospheric PSF ellipticity itself is inversely
proportional to PSF size (Hamana et al. 2013).

One possible cause for a residual correlation between
the shapes of stars and the PSF-corrected galaxy shapes
is use of an insufficient PSF correction method. In the
simplest case, where the measured ensemble shear is a
linear combination of the true shear and the PSF shape
due to residual PSF anisotropy in the galaxy shapes,
⟨ĝgal⟩ = (1 + m)⟨g⟩ + ⟨agPSF⟩, we should find a star–galaxy
correlation that looks like

⟨g∗ ĝgal⟩ = (1 + m)⟨g∗gtrue⟩ + a⟨g∗gPSF⟩ ∼ a⟨g∗g∗⟩, (36)

meaning that the star–galaxy correlation function should
be simply a rescaled version of the star–star correlation
function with the same scale-dependence. Examining the
correlation functions presented in figure 17, however, we
see that this simple rescaling does not hold. Moreover, the
relationship between the amplitudes of the star–star and
star–galaxy correlations changes from field to field (not
only in magnitude, but also in sign). We therefore conclude
that the prescription in equation (36) must be an incomplete
description of the star–galaxy correlations, with some other
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← tangential and cross shear 
around random points

↑ tangential and cross shear 
    around bright stars



Weak lensing mass reconstruction
• we want to know convergence κ (DM dist.)
    from shear γ (observed galaxy shape)
    －systematics tests from B-mode maps

    －find clusters, voids, troughs, …

    －cross-correlations with other maps
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Fig. 3. Mass (upper) and galaxy mass (lower) maps in the XMM field. The smoothing scale is θs = 2′ (see equation 2).

map using the randomized galaxy catalog. We repeat this proce-

dure to create 300 random mass maps from 300 realizations of

randomized galaxy catalogs. We then compute a standard devi-

ation of each pixel from the 300 random mass maps to construct

a “sigma map”, a map showing the spatial variation of the statis-

tical noise of the reconstructed mass map. From the sigma map

we can define signal-to-noise ratio (S/N) for each pixel simply

from the ratio of the κ value of the reconstructed mass map to

the standard deviation of κ from the sigma map.

In real observations, there are several regions where data

are missing due to bright star masks and edges. Reconstructed

mass maps in and near those regions are noisy and are not suit-

able for analysis. To determine the mask region for each mass

map, we construct a number density map of the input galaxy

catalog by convolving the number density in each pixel with

the same smoothing kernel as used in constructing mass maps

(equation 2). Then we derive the mean of the number density

map with 2.5σ clipping. We adopt clipping because the num-

ber density map has a non-Gaussian tail. We mask all pixels

with the smoothed number density less than 0.5 times the mean

number density as they correspond to edges and regions that are

affected by bright star masks. In addition, we derive the mean

of the sigma map with 2.5σ clipping and mask all pixels with

the noise value larger than twice the mean value.

We show the mass maps of the 6 HSC S16A patches in

Figures 3, 4, 5, 6, 7, and 8. These mass maps are created using

a relatively small smoothing scale of θs = 2′. Here we show

S/N maps which are similar to κ maps except near the edges

where the noise is slightly larger. In the cross-correlation anal-

ysis below we use κ maps rather than S/N maps. The total area

of unmasked regions in these mass maps is ∼ 167 deg2, which

is larger than the total area of the regions where the weak lens-

ing shape catalog is defined, ∼ 137 deg2 (see Mandelbaum et

al. 2017), because of the non-local nature of the weak lensing

mass reconstruction.

3.2 Galaxy mass maps

The LRG sample constructed in Section 2.2 is used to create a

galaxy mass map, a projected map of stellar masses of LRGs

with the same redshift weight as weak lensing. Specifically, we

compute a galaxy mass map value in each pixel as

κ̂g(θi) =
∑

k

M∗,k

(D(zk)∆θ)2Σcrit(zk)
, (4)

where k runs over LRGs that fall within a pixel centered at θi,

M∗,k is the stellar mass of k-th LRG, D(zk) is the angular diam-

eter distance to the LRG photometric redshift zk, and ∆θ= 0.′5

is the size of each pixel. The critical surface density Σ−1
crit(zk)

is computed as

Σ−1
crit(zk) =

4πG
c2

D(zk)

∫ ∞

zk

dz p(z)
D(zk, z)

D(z)
, (5)

where p(z) is the average PDF of photometric redshifts of

source galaxies used for the weak lensing analysis, and D(zk,z)

MO, Miyazaki+ PASJ 70(2018)S26 
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(equation 2). Then we derive the mean of the number density

map with 2.5σ clipping. We adopt clipping because the num-

ber density map has a non-Gaussian tail. We mask all pixels

with the smoothed number density less than 0.5 times the mean

number density as they correspond to edges and regions that are

affected by bright star masks. In addition, we derive the mean

of the sigma map with 2.5σ clipping and mask all pixels with

the noise value larger than twice the mean value.

We show the mass maps of the 6 HSC S16A patches in

Figures 3, 4, 5, 6, 7, and 8. These mass maps are created using

a relatively small smoothing scale of θs = 2′. Here we show

S/N maps which are similar to κ maps except near the edges

where the noise is slightly larger. In the cross-correlation anal-

ysis below we use κ maps rather than S/N maps. The total area

of unmasked regions in these mass maps is ∼ 167 deg2, which

is larger than the total area of the regions where the weak lens-

ing shape catalog is defined, ∼ 137 deg2 (see Mandelbaum et

al. 2017), because of the non-local nature of the weak lensing

mass reconstruction.

3.2 Galaxy mass maps

The LRG sample constructed in Section 2.2 is used to create a

galaxy mass map, a projected map of stellar masses of LRGs

with the same redshift weight as weak lensing. Specifically, we

compute a galaxy mass map value in each pixel as

κ̂g(θi) =
∑

k

M∗,k

(D(zk)∆θ)2Σcrit(zk)
, (4)

where k runs over LRGs that fall within a pixel centered at θi,

M∗,k is the stellar mass of k-th LRG, D(zk) is the angular diam-

eter distance to the LRG photometric redshift zk, and ∆θ= 0.′5

is the size of each pixel. The critical surface density Σ−1
crit(zk)

is computed as

Σ−1
crit(zk) =

4πG
c2

D(zk)

∫ ∞

zk

dz p(z)
D(zk, z)

D(z)
, (5)

where p(z) is the average PDF of photometric redshifts of

source galaxies used for the weak lensing analysis, and D(zk,z)
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Fig. 9. Pearson correlation coefficients [equation (6)] between mass
maps from weak lensing and galaxy mass maps from LRGs as a func-
tion of the smoothing size θs in equation (2). Filled squares show cross-
correlations between the E-mode mass map (κE) and the galaxy mass
map (κg). Filled circles show the cross-correlation between the B-mode
mass map (κB) and the galaxy mass map (κg). Errors are estimated
from 50 mock samples of the weak lensing shear catalog, which include
cosmic variance (see the Appendix). (Color online)

Fig. 10. Test of systematic effects in weak lensing mass maps from cross-
correlations of mass maps with various quantities that are potentially a
source of systematics (see also Vikram et al. 2015). We show results for
smoothing sizes of both θs = 4′ (filled circles) and 16′ (filled squares).
For comparison, the rightmost points show the cross-correlation coef-
ficients between weak lensing and galaxy mass maps presented in
figure 9, which represents the physical cross-correlation rather than
the systematic test. Errors are estimated from 50 mock samples of the
weak lensing shear catalog, which include cosmic variance (see the
Appendix). (Color online)

measurements for source galaxies. We follow Simon et al.
(2009) in using a linear algorithm with the Wiener filtering
for the three-dimensional mass reconstruction.

First, we consider convergence κ l for the source redshift
bin l at zl,min < z < zl,max. Since the convergence is the pro-
jected matter density field, it can be described by a weighted

sum of the density fluctuation δk at redshift zk,min < z < zk,max

as

κl ≈
∑

k

[∫ zk,max

zk,min

dz
ρ̄(z)

H(z)(1 + z)%crit,l(z)

]

δk

≡
∑

k

Qlkδk, (7)

where H(z) is the Hubble parameter at redshift z, and
the critical density %−1

crit,l(z) for the source redshift bin l is
approximately given by

%−1
crit,l(z) ≈ 4πG

c2
D(z)

D(z, z̄l )
D(z̄l )

, (8)

with z̄l = (zl,min + zl,max)/2. Given multiple source and
lens redshift bins, equation (7) reduces to a system of
linear equations, which can be inverted easily to obtain
δ from lensing observables. In practice, however, three-
dimensional mass reconstruction is very noisy even with the
high source galaxy density of the HSC survey, and there-
fore an additional regularization is essential. Here we adopt
the Wiener filtering which efficiently reduces the noise in
the Fourier domain (Simon et al. 2009). We assume that
the noise is dominated by the shot noise. Then the noise
power between the lth and mth source redshift bins is given
by

Nlm = δlm
σ 2

e

n̄l
, (9)

where δlm is the Kronecker delta, σ e is the root-mean-square
of the source galaxy ellipticity, and n̄l is the mean number
density of source galaxies in the lth bin. On the other hand,
the signal power in the kth and nth lens redshift bins is
given by

Skn = δknCℓ(zk), (10)

Cℓ(zk) = 1
()χk)2

∫ zk,max

zk,min

dz
Pm(k = ℓ/χ)

H(z)χ2
, (11)

where )χk ≈ )zk/H(z̄k), )zk = zl,max − zl,min, and Pm(k) is
the matter power spectrum, which is computed using the
halofit model (Smith et al. 2003; Takahashi et al. 2012).
The use of this signal power corresponds to the transverse
Wiener filter in Simon et al. (2009). Given the expected
signal and noise powers, the three-dimensional mass recon-
struction with Wiener filtering from the observed (pixelized)
shear maps in different source redshift bins, γ , is expressed
as

δ(ℓ) = W̃(ℓ)D∗(ℓ)
[
αS−1 + QTN−1Q

]−1 QTN−1γ (ℓ), (12)

Downloaded from https://academic.oup.com/pasj/article-abstract/70/SP1/S26/4097646
by University of Tokyo Library user
on 19 February 2018

B-mode x galaxy

smoothing scale

co
rr

el
at

io
n 

co
ef

fic
ie

nt
E-mode x galaxy



3D mass reconstruction

• then 3D mass reconstruction is essentially 
    a linear inversion problem

• 3D mass reconstruction is very noisy, thus
   needs efficient filtering using e.g., Wiener filter
   (e.g., Hu & Keeton 2003)

2D projected
mass dist.

3D
mass dist.

• by using photometric redshifts, we can derive 
   WL mass maps for different source redshifts zs

(✓, zs,i) =
X

j

R(zs,i, zl,j)⇢(✓, zl,j)
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Largest 3D mass map ever created

see also Subaru press release: https://www.naoj.org/Pressrelease/2018/02/26/
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Application of mass map: peaks

• high S/N peaks of mass maps corresponds 
    to massive clusters of galaxies

• provide a unique means of constructing a 
    shear (mass) selected cluster sample
    (e.g., Wittman+2001, Miyazaki+2002, Schirmer+2007, …)

• however it was difficult to construct a large 
    sample of mass selected clusters because 
    it requires both wide and deep imaging
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Fig. 16. Model predictions of the number counts of mass map peaks as
a function of ν. The solid line shows the analytic calculation [equation
(A13)], whereas the filled triangles with errors show the peak counts of
mass maps from 100 mock shear catalogs (Oguri et al. 2018b). In both
analytic and mock calculations, WMAP9 cosmology is assumed, and the
multiplicative bias is set to m = 0.

and then adding cosmic shear taken from ray-tracing sim-
ulations (Takahashi et al. 2017). The comparison is given
in figure 16. In this comparison, we assume WMAP9 cos-
mology for both the analytic and mock calculations. The
multiplicative bias is also set to m = 0 for this comparison.
We find that there is good agreement between the analytic
model and the mock result.

The analytic model allows us to explore the expected
number density of mass map peaks as a function of var-
ious survey parameters. As a specific example, we pre-
dict the number density of mass map peaks with signif-
icant S/N, ν > 5, as a function of the survey depth.
Deep imaging increases both the source number density,
ng, and the mean source redshift, z̄m. We include this corre-
lation assuming a simple monotonic relation between these
two as ng = 30z̄3

m arcmin−2, which roughly reproduces the
observed trend. We also include the redshift distribution of
the source galaxies assuming n(z) ∝ z2 exp (−z/z0) with
z0 = z̄m/3. The result shown in figure 17 indicates that
the peak number count is indeed a very steep function of
the survey depth. For example, the peak number density
is enhanced by a factor of ∼20 from ng = 10 arcmin−2 to
ng = 30 arcmin−2. This prediction highlights the importance
of deep imaging surveys as realized by the HSC-SSP survey
for constructing a large sample of shear-selected clusters.

Appendix 2. Dilution effect by cluster
member galaxies
Member galaxies in clusters of galaxies do not contribute
to lensing signals; therefore, they dilute weak lensing
signals. This is potentially one of the most significant

Fig. 17. Expected number of significant (ν > 5) mass map peaks per
1000 deg2 as a function of the source number density. In this calcu-
lation, we adopt a uniform σnoise, which is computed from the input
source number density, ng, and the intrinsic ellipticity of σe = 0.4. In the
calculation we also include the evolution of the mean source redshift as
a function of ng, assuming the relation ng = 30z̄3

m arcmin−2.

sources of systematic effects in cluster weak lensing studies,
and hence has to be studied carefully. For instance,
Kacprzak et al. (2016) studied the dilution effect and found
relatively large corrections of ν of ∼10% around ν ∼ 4
due to the dilution effect in the case of the Dark Energy
Survey, which is much shallower than the HSC-SSP. Here
we employ a simple model of the number counts of cluster
member galaxies to check the impact of the dilution effect
on our results.

We use a model of the number of satellite galaxies as a
function of the halo mass and redshift derived in Lin, Mohr,
and Stanford (2004) and Lin et al. (2006) to estimate the
dilution effect. We assume that the number density pro-
file follows the NFW profile. Since these galaxies do not
contribute to the lensing signals, the enhancement of the
number density with respect to the average density repre-
sents the enhancement of the noise σ noise. We compute the
enhancement of σ noise as a function of the halo mass and
redshift by convolving the number density profile of satel-
lite galaxies with the filter function Q(θ ), and include this
in the halo model calculation described in appendix 1. We
find that the dilution effect is modest, with ∼4% decreases
of Npeak at ν = 5, and ∼10% at ν = 7. Figure 8 indicates
that the dilution effect is not large enough to explain the
apparent difference between the observed number counts
and the halo model prediction based on the Planck15
cosmology.

However, this is a preliminary result based on a simple
model of the number distribution of satellite galaxies, in
which there may be room for improvement. We also ignored
the intrinsic alignment of cluster member galaxies. Cluster
member galaxies tend to be radially aligned with respect to
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Shear selected cluster sample
Miyazaki, MO+ PASJ 70(2018)S27 
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Fig. 2. Same as figure 1, but weak lensing MapS/N maps of WIDE12H (upper) and GAMA15H (lower) are shown.

richness map. The richness threshold is set to Nmem = 15 in
identifying the clusters.

The locations of the CAMIRA clusters are overlaid with
the S/N maps on figures 1, 2, and 3 as small filled circles.
Clusters are sought around the peaks with a loose matching
tolerance of 6′ at first. Next, we calculate the comoving
distance between the peak and the cluster center using the
estimated cluster redshift. The cluster center is the position
of the brightest cluster galaxy (BCG) recognized through
the CAMIRA algorithm. Then, we identify the peak with
the cluster when the distance is within 1.5 h−1 Mpc. In some
cases, multiple clusters are matched with a peak, where care
must be taken of such a peak because its weak lensing mass
estimate is complicated.

In table 2, we list the coordinates of the detected peaks
sorted by S/N together with the CAMIRA cluster redshift,
zcl, the richness, Nmem, and the distance, d, between the
peak and the cluster location. Open circles in figures 1, 2,
and 3 show the locations of the peaks matched with a single
CAMIRA cluster. When multiple clusters are matched, the

multiplicity is indicated by the number of concentric open
circles. The diameter of the open circle roughly reflects the
rank of the cluster, such that a highly ranked peak has
a larger circle. Table 3 summarizes the multiplicity of the
matching.

The angular resolution of the weak lensing mass map is
usually poorer than that of X-ray map; therefore, the peak
position may not be the best proxy for the real dark matter
halo center. However, the offset between the real center
and our detected peak cannot greatly exceed 1.′5 because
we adopted a smoothing scale of 1.′5. The simulation study
done by Dietrich et al. (2012) also shows that the offset
between the peak position and the dark matter halo center
is usually smaller than 1′. On the other hand, the cluster
center (the BCG position) is known to have a larger scatter
of up to 1 h−1 Mpc with respect to the X-ray center, as
shown in figure 12 of Oguri et al. (2018a). Therefore, in
this work, we adopt the peak position as an approximate
position of the dark matter halo center because not all of
the X-ray data are to hand. Figure 5 shows the S/N of the
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• 65 mass map peaks with S/N>4.7
   (by far the largest shear-selected cluster sample)
 

• almost all of them match optical clusters
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Fig. 6. Comoving number density of HSC Wide S16A clusters as a func-
tion of cluster redshift (solid). The Poisson error is sufficiently small,
∼10% in each bin. Dotted lines show the predicted number densities
of halos with masses M200m > 5 × 1013 h−1 M⊙ (top), 1014 h−1 M⊙
(middle), and 2 × 1014 h−1 M⊙ (bottom), which are computed using a
halo mass function of Tinker et al. (2008). (Color online)

data, in Oguri (2014) we applied a richness correction
factor fN(z) = N̂mem/N̂cor to account for the incomplete-
ness of member galaxy detections. In contrast, as discussed
in subsection 3.1, in HSC we do not apply any correction
for the member galaxy incompleteness simply because HSC
data are deep enough to detect all the member galaxies of
interest out to z ∼ 1.1. Thus we compare the richness in
SDSS and HSC to check the accuracy of the incompleteness
correction.

We cross-match the CAMIRA SDSS catalog with the
HSC Wide S16A catalog. Our matching criterion is
that clusters have a physical transverse distance within
1 h−1 Mpc and a difference in cluster photometric redshifts
that is smaller than 0.1. For the SDSS cluster catalog, we
use an updated (v1.2) CAMIRA SDSS cluster catalog which
slightly differs from the cluster catalog published in Oguri
(2014). The updated CAMIRA SDSS catalog adopts the
new centering parameters described in subsection 2.3, and
contains 83735 clusters in the redshift range 0.1 < zcl < 0.6
and with corrected richness N̂cor > 20.1

In figure 8, we compare the richness from HSC with
the incompleteness-corrected richness from SDSS as a func-
tion of cluster redshift. While at low redshift these richness
agree with each other, at higher redshift (z ! 0.3), where
the richness correction is applied to SDSS richness, we find
a systematic offset between these two richnesses, such that

1 The updated CAMIRA SDSS cluster catalog (version 1.2) is available at
⟨http://www.slac.stanford.edu/∼oguri/cluster/⟩.

Fig. 7. Upper: Comparison between cluster photometric redshifts zcl and
spectroscopic redshifts of BCGs zBCG,spec. Lower: Bias δz (dashed) and
scatter σ z (solid) of the residual (zcl − zBCG,spec)/(1 + zBCG, spec) as a
function of redshift. (Color online)

Fig. 8. Comparison of the CAMIRA richness in HSC, N̂mem,HSC, with
the incompleteness-corrected CAMIRA richness in SDSS, N̂cor,SDSS. The
fractional difference of these two richness is plotted as a function of
cluster redshift from HSC, zcl, HSC. (Color online)
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• red-sequence cluster finder CAMIRA (MO 2014)    
   applied to HSC survey data

• uniform cluster catalog out to z=1.1!
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Fig. 9. Completeness of shear-selected clusters (ν > 4.7) estimated from
the analytic model, assuming the WMAP9 cosmology (solid line con-
tour) in the M500–z plane [equation (A9)]. The filled circles show the
masses and redshifts of individual peaks, where the masses are esti-
mated from tangential shear fitting. Here we show only isolated peaks
with which only one CAMIRA cluster is matched.

find that it is not sufficiently large to change our conclusion.
However, as discussed in appendix 2, our calculation may
underestimate the dilution effect. A more careful assessment
of the dilution effect should be made before drawing any
firm conclusion.

In addition to the comparison of the number counts,
the analytic model allows us to estimate the the selection
function of the shear-selected cluster sample. In figure 9 we
compare the selection function in the M500–z plane derived
from the analytic model with the estimate of M500 for indi-
vidual peaks based on fitting of tangential shear profiles
presented in subsection 4.3. We find that the mass and red-
shift of individual peaks are indeed located in the relatively
high-completeness region of the M500–z plane. The expected
number counts of shear-selected clusters are obtained by
combining the completeness with the mass function of dark
halos. Figure 10 shows a comparison between the redshift
distribution of our shear-selected cluster sample with the
theoretical expectation, which again shows a good agree-
ment. The well-defined selection function is one of the
biggest advantages of a shear-selected cluster sample.

5.2 Weak lensing masses of X-ray clusters

We find that two peaks have counterparts in the MCXC
catalog (subsection 4.2), both of which are Abell clus-
ters. Table 4 presents the mass estimates for these clusters,
both from the tangential shear lensing signals and from the
X-ray luminosity from Piffaretti et al. (2011). Although the
error associated with the X-ray mass estimate is not given
in the literature, at least a level of 20% error is expected

Fig. 10. Redshift distribution of shear-selected clusters. Solid and dashed
histograms show the observed redshift distributions for peaks that
match CAMIRA only and CAMIRA+WHL15 catalogs, respectively. The
dotted histogram shows the redshift distribution of peaks, including
those that have multiple counterparts in the CAMIRA catalog. The solid
line shows the expected redshift distribution derived from the analytic
model, with its amplitude normalized to the total number for the single
CAMIRA case.

considering the large intrinsic scatter in the LX–MX rela-
tion. Therefore, we find that both the lensing and the X-ray
mass estimates are consistent for these two clusters.

There are two other MCXC clusters inside our survey
area, for which no counterpart is found in the shear-selected
cluster catalog. One is MCXC J0920.0+0102 at the red-
shift of 0.0175, whose mass estimated from X-ray lumi-
nosity is 0.13 × 1014 M⊙. Because the redshift of the cluster
is too low, the lensing efficiency is small for this cluster
and as a result the probability of detecting clusters of
that mass is less than 10% according to figure 9. Another
is MCXC J1415.8+0015 at z = 0.1259 with a mass of
1.2 × 1014 M⊙, which is inconsistent with our 2 σ upper
limit of 0.6 × 1014 M⊙. In figure 9, we estimate that the
probability of detecting a cluster with the mass and redshift
of MCXC J1415.8+0015 is 80%. Therefore, the discrep-
ancy between the two mass estimates is not negligible for
this cluster. In summary, the weak lensing mass estimates
of three out of four clusters are consistent with those from
X-rays, whereas one cluster shows mild inconsistency in the
mass estimates.

Figure 11 presents a comparison of the shear-selected
clusters with the MCXC clusters in the M500–z plane.
Among the shear-selected clusters, those that are matched
with single CAMIRA clusters are shown here to guar-
antee the accuracy of the weak lensing mass estimates.
This comparison indicates that weak lensing shear tends
to probe less massive clusters toward higher redshifts,
although there is an overlapping region in which clus-
ters from both the cluster samples are distributed. We are
particularly interested in shear-selected clusters above the
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X-ray underluminous?
Miyazaki, MO+ PASJ 70(2018)S27 
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Fig. 12. Distribution of XXL clusters in the M500–z plane. The small filled
circles indicate XXL clusters inside our HSC S16A survey area, whereas
the large filled circles are XXL clusters that are matched with the lensing
peaks. The open diamonds show the redshifts and lensing masses of
shear-selected clusters that do not have counterparts in the XXL cluster
catalog. The dashed line shows the 50% completeness limit of the XXL
cluster sample.

by using both X-ray core size and flux; therefore, such
nondetected clusters might be more extended rather than
underluminous. Further studies over a wide field are vitally
important to understand X-ray gas properties, and also to
study other systematic biases in different techniques used
to search for clusters. The eROSITA telescope will provide
a good opportunity to conduct this type of work.

5.3 Stacked X-ray emission

As we were able to identify only a limited number of X-
ray counterparts for the shear-selected peaks, we stack the
X-ray emission from ROSAT around the shear-selected
peaks with a procedure somewhat similar to Anderson
et al. (2015). As the shear peaks have limited centering
accuracy, we use the position and redshift of the optical
cluster counterparts that correspond to our shear-selected
peaks. We first extract an RASS image in the energy band
0.5–2.0 keV around the optical counterparts extending
to the mean 2 R500c, as well as the corresponding RASS
exposure map. Dividing the RASS image by the exposure
map yields an image with the counts per second for each
cluster. We then perform a weighted addition of these RASS
images together to produce a stacked image. The weight
we use, D2

L(z)/D2
L(zmed), standardizes the flux to its expec-

tation at the median redshift of our shear-selected clus-
ters (zmed = 0.27). Known point sources are excluded in
the stacking procedure. Such a stacked image is shown in
figure 13, and shows that we can clearly detect emission
from our shear-selected clusters once they are stacked. We
have checked that our stacked image is similar even if we

Fig. 13. Stacked 0.5–2.0 keV RASS images of shear-selected clusters (left
panel) and MCXC-selected clusters (right panel) selected to have X-
ray luminosity greater than that expected for our mass threshold. The
images have been smoothed by a 9-pixel Gaussian kernel. The scale
in the left (right) panel corresponds to the mean counts per second
expected from a cluster that went into the stack at the median redshift
of z = 0.27 (z = 0.14).

first stack the raw count images and divide by the total
exposure at the end.

We then compute the count rate of X-ray photons
within R500c for the average mass and subtract the expected
count rate due to the background estimated within an
annulus of [1, 2]R500c. We obtain a net count rate of
(3.2 ± 0.6) × 10−2 counts s−1, where the errors on the
count rates were estimated using the jackknife technique.
These count rates are then converted to an X-ray lumi-
nosity assuming a metallicity which is 0.2 solar and an
average column density ⟨NH⟩ = 3 × 1020 cm−2. The X-
ray luminosity we obtain for our shear-selected clusters is
Lx = (1.5 ± 0.3) × 1044 erg s−1 in the 0.1–2.4 keV range.

To compare with X-ray-selected clusters, we similarly
stack the RASS images around clusters in the MCXC cat-
alog (Piffaretti et al. 2011) with an X-ray luminosity greater
than that expected given the mass-detection threshold for
our shear-selected clusters (see figure 9). We also applied the
following selection criteria: 0.01 < NH/1022 cm−2 < 0.06
and 0.01 < z < 0.6, which corresponds to the same
range as those for shear-selected clusters. The average
X-ray luminosity of these clusters based on the MCXC
catalog is Lx = 2.9 × 1044 erg s−1 in the 0.1–
2.4 keV band. Our procedure for computing Lx based
on the stacked RASS image (see the right panel of
figure 13) yields (29 ± 2) × 10−2 counts s−1 at a
median redshift of z = 0.14. This corresponds to
Lx = (3.1 ± 0.2) × 1044 erg s−1, in agreement with
the average value based on the MCXC catalog. This
shows that the X-ray luminosity of our shear-selected
clusters is about half of that expected from X-ray-selected
clusters at ∼5 σ level. Since the shear-selected clusters are
unbiased toward selection effects in X-ray surveys con-
cerning X-ray luminosity and dynamical states, this demon-
strates its potential power to discover X-ray underluminous
clusters. Once selection effects due to orientation biases are
accounted for, the shear-selected clusters could potentially
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• stacked RASS X-ray images of shear selected    
   clusters versus X-ray clusters w/ similar masses

• factor of 2 difference in average X-ray luminosity!
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Other HSC lensing results 

• weak lensing mass measurements of SZ clusters
    to calibrate hydrostatic mass bias 
    (Medezinski+2018, Miyatake+2018)

    [see Hironao Miyatake’s talk on Wednesday!]

• discovery of many strong lenses  
    (Tanaka+2016, Chan+2016, More+2017, Sonnenfeld+2018a)

• combining weak and strong lensing analysis 
    (Sonnenfeld+2018b)

    [see Alessandro Sonnenfeld’s talk on Friday!]
    



Coming soon: cosmic shear
• analysis in Fourier space w/ pseudo-Cl method
    (see Hikage+2011, Hikage & MO 2016)
 

• cosmology-dependent covariance 

• accuracy of Cl measurement and covariance
    tested against realistic mock shear catalogs

• B-model Cl consistent with zero, and best-fit 
    χ2 of E-mode Cl fully acceptable

• analysis blinded both catalog and analysis level

Hikage, MO+ in prep.
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Fig. 4. Comparison of the measured tomographic shear power spectra with our theoretical model with best-fit values for the fiducial ΛCDM model. Best-fit

IA power spectra of CGG (dotted), −CGI (short dashed), and CII (long dashed) as well as power spectra arising from PSF leakage and PSF model error

[equation (10)] (dash-dotted) are also plotted. The redshift range of zbest in each tomographic bin is =[0.3,0.6], [0.6,0.9], [0.9,1.2], and [1.2,1.5] from 1

to 4. The right-bottom panel shows the measured non-tomographic cosmic shear power spectrum and the model spectra with the best-fit values from the

tomographic analysis. The amplitude is arbitrary normalized for blind analysis.

Fig. 5. Marginalized posterior contours in the Ωm-σ8 plane (left) and in the Ωm-S8(α = 0.45) plane (right), where S8(α) ≡ σ8(Ωm/0.3)α, in the fiducial

ΛCDM model. Mean values in fiducial case are subtracted in all of the above figures for blinding.
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Summary

• HSC survey is an ideal survey for lensing!

• its high galaxy number density allows us to 
    reconstruct high-resolution mass maps,
    crucial for finding clusters by lensing

• a large sample of purely mass selected 
    cluster sample sheds new light on clusters

• cosmological constraints coming soon!


