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内容
• 冷たいダークマターの成功

• いわゆる「小スケール問題」

• ダークマターはブラックホールか？



ダークマター
• たくさんの状況証拠     

(銀河回転曲線、銀河団、
宇宙の大規模構造、、、)

• 観測から「冷たい」
ダークマター (CDM) 

が示唆

• CDMは大規模(=線形)

構造から仮定された
理論、非線形領域で
も正しいかは非自明

Tegmark+2004
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ダークマターハロー

http://www.mpa-garching.mpg.de/galform/millennium/

• ダークマターが自己
重力により集まって
ビリアル平衡

• 強非線形密度ゆらぎ 

(δρ/ρ ≫ 1)あ

• 銀河、銀河団に対応

• N体シミュレーション
によってその構造が
詳細に予言される

http://www.mpa-garching.mpg.de/galform/millennium/


CDMが予言するハローの性質

http://www.mpa-garching.mpg.de/galform/millennium/

• cuspyな動径密度分布 
いわゆるNFW分布

  　 ρ(r) ∝ r−1(r+rs)−2 あ

• 大きなな非球対称性
銀河団で軸比 ~1:2

• サブストラクチャ　　　
「ぶつぶつ」が沢山

ダークマターの性質と密接な関係

http://www.mpa-garching.mpg.de/galform/millennium/


ダークマター性質との関連の一例
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Fig. 1.— Projected mass distributions in a box 15h−1Mpc on
a side. The collision cross-sections per unit mass, core radii, axis
ratios for each model and small panels showing the central region
(2h−1Mpc on a side, enlarged) in a different color scale are given to
the right of the corresponding image.

2. THE SIMULATIONS

Our simulations use the parallel tree code GADGET
developed by Springel (1999, see also Springel, Yoshida &
White 2000). We study the same cluster as Yoshida et
al. (2000) who resimulated the second most massive ob-

ject in the ΛCDM simulation of Kauffmann et al. (1999).
In order to simulate elastic scattering of CDM particles
we adopt the Monte Carlo method introduced by Burkert
(2000). We implement this scheme in the following man-
ner. At each time step we evaluate the scattering proba-
bility for particle i,

P = ρiσ
∗Vrel∆t, (1)

where ρi is the local density at the particle’s position, σ∗ is
the scattering cross-section per unit mass, Vrel = |vi−vngb|
is the relative velocity between the particle and its near-
est neighbour, and ∆t is the time step. This prescrip-
tion is similar to Burkert’s, but uses the relative velocity
rather than the absolute velocity of particle i. Kocha-
neck & White (2000) use a similar scheme but estimate
the scattering rate more accurately by looping over a cer-
tain number of neighbours. However, the larger smoothing
involved in such a procedure can itself introduce difficul-
ties in regions with significant velocity gradients (Meiburg
1986), and so we prefer our simpler scheme which should
be unbiased even if somewhat noisier. We choose timesteps
small enough to ensure that a particle travels only a mi-
nor fraction of its mean free path within ∆t. We assume
each collision to be elastic, of hard-sphere type, and to
have a cross-section independent of velocity. Scattering is
assumed isotropic in the center-of-mass frame, so that rel-
ative velocities are randomly reoriented in each collision.
We carry out simulations for three values of σ∗ differing
by factors of ten.

Most of our simulations employ 0.5×106 particles in the
high resolution region, with a mass per particle mp =
0.68 × 1010h−1M⊙. The gravitational softening length is
set to 20h−1kpc, which is ∼1.4% of the virial radius of the
final cluster. We ran one simulation with 5 times better
mass resolution and 7 times better spatial resolution to
check for numerical convergence. All of our resimulations
start from the same initial conditions. The background
cosmology is flat with matter density Ωm = 0.3, cosmo-
logical constant ΩΛ = 0.7 and expansion rate H0 = 70
km−1Mpc−1. It has a CDM power spectrum normalised
so that σ8 = 0.9. The virial mass of the final cluster is
M200 = 7.4 × 1014h−1M⊙, determined as the mass within
the radius R200 = 1.46h−1Mpc where the enclosed mean
overdensity is 200 times the critical value.

3. RESULTS

The large-scale matter distribution in all our simulations
looks very similar. Because we start from identical initial
conditions, the particle distributions differ only in regions
where collisions are important. Figure 1 shows that the
final cluster is more nearly spherical and has a larger core
radius for larger collision cross-section. The quoted ax-
ial ratios are determined from the inertia tensors of the
matter at densities exceeding 100 times the critical value.
Miralda-Escude (2000) argues that the ellipticity of clus-
ter cores, as inferred from gravitational lensing observa-
tions, can be used to limit the interaction cross-section.
Among our final clusters, S1W-b and S1W-c are severely
constrained by the limits he quotes.

In Figure 2 we show density profiles for all of our sim-
ulations. Also plotted in the bottom panel is the mean
collision number per particle. (We counted collisions for
each particle throughout the simulation.) Figure 2 clearly

Yoshida+2000

collisional
collisionless

• self-interacting dark matterあ 
CDMの「小スケール問題」
を解決するために導入 

       (Spergel, Steinhardt 2000)

• CDM粒子同士の弾性散乱は
ハローの密度分布を変更

    – 中心密度低下
    – より丸い形状    



ダークマター性質との関連の一例
• fuzzy dark matter (scalar field DM, wave DM, …)あ 
    とても軽いボゾンがDMだとドブロイ波長が大きく
    (~kpc) 小スケール構造を抑制&コア的中心密度分布
      (e.g., Peebles 2000; Hu+2000; Schive+2014; Hui+2017)

Figure 1: Comparison of cosmological large-scale structures formed by standard CDM and by wave-
like dark matter, ψDM. Panel (a) shows the structure created by evolving a single coherent wave function
for ΛψDM calculated on AMR grids. Panel (b) is the structure simulated with a standard ΛCDM N-body
code GADGET-212 for the same cosmological parameters, with the high-k modes of the linear power spec-
trum intentionally suppressed in a way similar to the ψDMmodel to highlight the comparison of large-scale
features. This comparison clearly demonstrates that the large scale distribution of filaments and voids is in-
distinguishable between these two completely different calculations, as desired given the success of ΛCDM
in describing the observed large scale structure. ψDM arises from the low momentum state of the conden-
sate so that it is equivalent to collisionless CDM well above the Jeans scale.

CDM, including the surprising uniformity of their
central masses,M(< 300 pc)≃ 107 M⊙, and shallow
density profiles1–4. In contrast, galaxies predicted by
CDM extend to much lower masses, well below the
observed dwarf galaxies, with steeper, singular mass
profiles5–7. Adjustments to standard CDM address-
ing these difficulties consider particle collisions16, or
warm dark matter (WDM)17. WDM can be tuned to
suppress small scale structures, but does not provide
large enough flat cores18, 19. Collisional CDM can
be adjusted to generate flat cores, but cannot sup-
press low mass galaxies without resorting to other
baryonic physics20. Better agreement is expected
for ψDM because the uncertainty principle coun-
ters gravity below a Jeans scale, simultaneously sup-
pressing small scale structures and limiting the cen-
tral density of collapsed haloes8, 9.

Detailed examination of structure formation
with ψDM is therefore highly desirable, but, un-
like the extensive N-body investigation of standard

CDM, no sufficiently high resolution simulations of
ψDM have been attempted. The wave mechanics
of ψDM can be described by Schrödinger’s equa-
tion, coupled to gravity via Poisson’s equation13
with negligible microscopic self-interaction. The dy-
namics here differs from collisionless particle CDM
by a new form of stress tensor from quantum un-
certainty, giving rise to a comoving Jeans length,
λJ ∝ (1+ z)1/4m−1/2

B , during the matter-dominated
epoch15. The insensitivity of λJ to redshift, z, gener-
ates a sharp cutoff mass below which structures are
suppressed. Cosmological simulations in this con-
text turn out to be much more challenging than stan-
dard N-body simulations as the highest frequency
oscillations, ω , given approximately by the matter
wave dispersion relation, ω ∝ m−1

B λ−2, occur on the
smallest scales, requiring very fine temporal resolu-
tion even for moderate spatial resolution (see Sup-
plementary Fig. S1). In this work, we optimise
an adaptive-mesh-refinement (AMR) scheme, with
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重力レンズ
• 重力場による光の経
路のまがり、天体の
形状のゆがみ

• ダークマターを含め
た全質量を直接測定
できるので超便利!



銀河団ダークマターの動径密度分布
 MO, Bayliss, Dahle+ MNRAS 420(2012)3213

• 銀河団はダークマ
ターが卓越している
のでN体計算の結果
との比較に有用

• 多くの銀河団をstack

してS/Nをかせぐ

• 観測された動径分布
はCDMで期待される
NFWと非常に一致 

銀河団中心からの距離
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10 CLASH: STRONG-LENSING, WEAK-LENSING SHEAR AND MAGNIFICATION ANALYSIS

the stacked lensing signal at a total S/N of ' 33 using the total
covariance matrix C including the statistical, systematic, pro-
jected uncorrelated LSS, and intrinsic-variance contributions
(Section 3.5.3).

5.2. Modeling the Stacked Lensing Signal

Figure 3. Upper panel: Comparison of models to the ensemble-averaged
surface mass density hh⌃ii (black squares) obtained for the X-ray-selected
subsample of 16 clusters. Models with PTE > 0.05 are shown with solid
lines, while those with PTE < 0.05 are shown with dashed lines (see Ta-
ble 4). The red solid curve shows the best-fit two-parameter halo model
(NFW+LSS (i), Table 4), including the effects of surrounding LSS as a two-
halo term assuming the halo bias function of Tinker et al. (2010) in the WMAP
seven-year cosmology. The lower panel shows the deviations � (in units of
�) of the best-fit profiles with respect to the observed hh⌃ii profile.

We quantify and characterize the ensemble-averaged mass
distribution of our X-ray-selected subsample using the hh⌃ii
profile (Section 5.1). To interpret the observed averaged lens-
ing signal, we consider the line-of-sight projected surface
mass density around the cluster center,

⌃(R) =

Z
dl�⇢(r), (24)

with �⇢(r) = ⇢(r) � ⇢m the mass overdensity, dl = cdt the
proper distance along the line of sight, and r =

p
R2

+ l2

the three-dimensional proper radial coordinate with origin at
the cluster center. In the regime where R <⇠ r200m, ⌃(R)

is dominated by the cluster halo contribution ⇢h(r), so that
⌃(R) ' 2

R1
0

dl ⇢h(r).
As shown in Figure 2, our weak- and strong-lensing data

together cover a wide range of clustercentric distances R, ex-
tending out to Rmax = 4000 kpch�1 ⇡ 2r200m. In the con-
text of the ⇤CDM model, the two outermost radial bins lie
in the transition between the one-halo and two-halo regimes
(Cooray & Sheth 2002), r200m <⇠ R <⇠ 2R200m, where the
large-scale two-halo contribution to ⌃(R) is expected to be-
come important (Oguri & Hamana 2011; Beraldo e Silva et al.
2013; Umetsu et al. 2014).20 In this work, we thus test models
both with and without including the two-halo term.

20 On the other hand, the tangential shear �+ = �⌃/⌃c is insensitive to
the projected two-halo term in the transition regime (Oguri & Hamana 2011).

5.2.1. Halo Density Profiles

We give here a brief description of the halo profile mod-
els that we consider. For each model ⇢h(r), the halo mass
is defined using a spherical overdensity �c = 200 as
M200c = 4⇡

R
r200c

0
dr r2⇢h(r). We introduce the radius r�2

at which the logarithmic density slope is isothermal, that is,
d ln ⇢h(r)/d ln r = �2 at r = r�2. In analogy to the NFW
concentration parameter, the degree of concentration is de-
fined by c200c = r200c/r�2. We use M200c and c200c as fitting
parameters, when possible.

1. Generalized NFW (gNFW) model (Zhao 1996):

⇢h(r) =
⇢s

(r/rs)�c
(1 + r/rs)3��c

,

r�2 = (2� �c)rs,
(25)

with �c the central slope, ⇢s and rs the characteristic
density and radius, respectively. For �c = 1, this re-
duces to the standard NFW model.

2. Einasto model (Einasto 1965):

⇢h(r) = ⇢�2 exp

⇢
� 2

↵E

✓
r

r�2

◆
↵E

� 1

��
, (26)

with ↵E the shape parameter describing the degree of
curvature and ⇢�2 = ⇢h(r�2). An Einasto profile with
↵E ⇡ 0.18 closely resembles the NFW profile over
roughly two decades in radius (Ludlow et al. 2013).

3. DARKexp-� model. DARKexp is a theoretically de-
rived model for collisionless self-gravitating systems
with isotropic velocity distributions (Hjorth & Williams
2010; Williams & Hjorth 2010). We use Dehnen–
Tremaine �-models (Dehnen 1993; Tremaine et al.
1994) as an analytic fitting function for the DARKexp
density profile (J. Hjorth et al. 2014, submitted to ApJ):

⇢h(r) =
⇢s

(r/rs)�c
(1 + r/rs)4��c

,

r�2 = (1� �c/2)rs,

�c ⇡ 3 log10 �0 � 0.65 (1.7  �0  6),

(27)

where ⇢s and rs are the scale density and radius, respec-
tively, and �0 represents the dimensionless depth of the
halo potential describing the profile shape. The � mod-
els approximate DARKexp very well over nearly four
decades in radius (J. Hjorth et al. 2014).21

4. Pseudo-isothermal (PI) sphere model:

⇢h(r) =
⇢c

1 + (r/rc)2
(28)

with ⇢c and rc the core density and radius, respectively.
The corresponding asymptotically-flat circular velocity
is Vc = (4⇡G⇢cr2c )

1/2 (Shao et al. 2013).

5. Burkert model (Mori & Burkert 2000):

⇢h(r) =
⇢0

(1 + r/r0)(1 + r2/r20)
(29)

with ⇢0 and r0 the core density and radius, respectively.
21 The DARKexp density profile is also well approximated by an Einasto

profile at small halo radii (J. Hjorth et al. 2014).

CLASH (Umetsu+2015)

16 clusters

12 M. Oguri et al.

Figure 6. The stacked tangential shear profile obtained by com-
bining the 25 clusters. The average differential surface density
⟨∆Σ+(r)⟩ (see equation 27) is plotted as a function of the phys-
ical radius r. Grey points indicate stacked tangential shear mea-
surements from weak lensing that are not used for fitting. The
upper left point with a horizontal error-bar is the constraint from
the average Einstein radius. The solid line with shading is the
best-fit NFW model with 1σ error range. The lower panel plots
the stacked profile of the 45◦ rotated component, ⟨∆Σ×(r)⟩.

been successful for constraining mean dark matter distri-
butions of cluster samples (e.g., Mandelbaum et al. 2006b;
Johnston et al. 2007; Leauthaud et al. 2010; Okabe et al.
2010). Here we conduct stacking analysis of the tan-
gential shear profile for our lensing sample for study-
ing the mass-concentration relation from another view-
point. Note that the off-centreing effect, which has been
known to be one of the most significant systematic
errors in stacked lensing analysis (e.g., Johnston et al.
2007; Mandelbaum, Seljak, & Hirata 2008; Oguri & Takada
2011), should be negligible for our analysis, because of the
detection of weak lensing signals for individual clusters and
the presence of giant arcs which assure that selected cen-
tres (positions of the brightest galaxies in the strong lensing
region) indeed correspond to that of the mass distribution.

We perform stacking in the physical length scale. Specif-
ically, we compute the differential surface density ∆Σ+(r)
which is define by

∆Σ+(r) ≡ Σcrg+(θ = r/Dol), (27)

where Σcr is the critical surface mass density for lens-
ing. We stack ∆Σ+(r) for different clusters to obtain the
average differential surface density. We do not include
SDSSJ1226+2149 and SDSSJ1226+2152 in our stacking
analysis, because these fields clearly have complicated mass
distributions with two strong lensing cores separated by only
∼ 3′. Furthermore, we exclude SDSSJ1110+6459 as well be-
cause the two-dimensional weak lensing map suggests the
presence of a very complicated mass distribution around the
system. We use the remaining 25 clusters for our stacked
lensing analysis.

It should be noted that the reduced shear g+ has a non-

Table 5. Summary of stacked tangential shear analysis

Sample N ⟨z⟩ ⟨θE⟩ ⟨Mvir⟩ ⟨cvir⟩
(arcsec) (1014h−1M⊙)

all 25 0.469 14.4+10.6
−7.0 4.57+0.33

−0.31 5.75+0.70
−0.57

θE-1 4 0.379 22.8+4.3
−2.8 6.03+0.74

−0.72 7.94+1.28
−1.02

θE-2 5 0.416 13.0+2.4
−2.8 3.13+0.50

−0.50 10.23+2.65
−1.82

θE-3 7 0.471 8.3+2.6
−2.4 3.51+0.52

−0.52 7.08+1.53
−1.12

Mvir-1 5 0.480 17.1+12.9
−6.4 9.55+1.17

−1.04 4.90+0.79
−0.73

Mvir-2 10 0.472 14.7+10.2
−5.7 5.62+0.61

−0.55 5.37+0.87
−0.75

Mvir-3 10 0.460 12.6+9.3
−7.8 1.97+0.32

−0.29 10.59+4.54
−2.83

linear dependence on the mass profile. In fact, the reduced
shear is defined by g+ ≡ γ+/(1 − κ), where γ+ and κ are
tangential shear and convergence. Thus, the quantity defined
by equation (27) still depends slightly on the source redshift
via the factor 1/(1 − κ), particularly near the halo centre.
Thus, in comparison with the NFW predictions, we assume
the source redshift of zs = 1.1, which is the typical effective
source redshift for our weak lensing analysis (see Table 3).
Also the non-linear dependence makes it somewhat difficult
to interpret the average profile, and hence our stacked tan-
gential profile measurement near the centre should be taken
with caution.

It is known that the matter fluctuations along the line-
of-sight contributes to the total error budget (e.g., Hoekstra
2003; Hoekstra et al. 2011; Dodelson 2004; Gruen et al.
2011). While we have ignored this effect for the analysis of
individual clusters presented in Section 4, here we take into
account the error from the large scale structure in fitting
the stacked tangential shear profile by including the full co-
variance between different radial bins (see Oguri & Takada
2011; Umetsu et al. 2011b, for the calculation of the covari-
ance matrix). We, however, comment that the error of the
large scale structure is subdominant in our analysis, because
of the relatively small number density of background galax-
ies after the colour cut (see also Oguri et al. 2010).

In addition to weak lensing, we stack strong lensing
constraints simply by averaging the Einstein radii for the
fixed source redshift zs = 2. This constraint is combined
with the stacked tangential shear profile from weak lens-
ing to obtain constraints on the mass and concentration
parameter for the stacked profile. Note that the Einstein
radius is related with the reduced shear as g+(θE) = 1.
Given the uncertainty from the non-linearity of the reduced
shear and the the possible bias coming from the uncer-
tainty of the outer mass profile (Oguri & Hamana 2011;
Becker & Kravtsov 2011), we restrict tangential shear fit-
ting in the range 0.158h−1Mpc < r < 3.16h−1Mpc. However
we note that our results are not largely changed even if we
conduct fitting in the whole radius range.

Figure 6 shows the stacking result for all the 25 clusters.
The mean cluster redshift for this sample is ⟨z⟩ = 0.469.
The total signal-to-noise ratio in the whole radius range
of 0.063h−1Mpc < r < 5.01h−1Mpc is S/N = 32. We
find that stacked tangential shear profile from weak lens-
ing is fitted well by the NFW profile over a wide range
in radius. The average Einstein radius from strong lens-
ing (⟨θE⟩ = 14.′′4+10.6

−7.0 ) is slightly larger than the best-

c⃝ RAS, MNRAS 000, 1–22

SGAS (MO+2012)

25 clusters  
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Fig. 3.— Stacked tangential shear profile of all 50 clusters in units of projected mass density, where different cluster and background galaxy
redshifts galaxies are weighted by the lensing kernel (Mandelbaum et al. 2006; Okabe et al. 2010; Oguri & Takada 2011; Umetsu et al.
2011). The projected radius is computed from the weighted mean cluster redshift (zcluster ≃ 0.23). The solid, dashed, dotted and dashed-
dotted curves are the best-fit Navarro-Frenk-White (NFW), singular isothermal (SIS), generalized NFW (gNFW) and Einasto profiles,
respectively. The lower panel shows the result of the 45◦ test for systematic errors. Right – Stacked weak-lensing constraints on the mass
and concentration of a complete volume-limited sample of 50 galaxy clusters at ⟨z⟩ = 0.23. The white cross denotes the best-fit parameters
and the contours show the 68.3%, 95.4%, and 99.7% confidence levels. Note that the predicted relations have all been converted to be
consistent with our analysis.

Stacking procedure: radial bins – We construct synthetic
weak shear catalogs based on analytic NFW halos that
match the mass-concentration relation predicted from
numerical simulations. These catalogs match the ob-
served number density and field of view of our Subaru
data. We draw 300 samples of 50 clusters from the pre-
dicted cluster distribution, and stack the respective shear
profiles in both physical length units (as in Section 3.1)
and length units scaled to r200 of each halo. We do not
detect any bias in the measured mean concentration of
the stacked clusters, obtaining ⟨c/ctruth⟩ = 1.02±0.07 for
stacking in physical length units, and find ⟨c/ctruth⟩ =
1.08 ± 0.07 for re-scaled length units. In both cases we
obtain ⟨M/Mtruth⟩ = 0.96 ± 0.06; the uncertainties are
the standard deviation on the 300 samples of 50 clus-
ters. The non-detection of a systematic error arising from
stacking in physical units is consistent with Ok10’s result
that their mass-concentration relations from individual
and stacked clusters (using physical length units) are
self-consistent. We also note that stacking in re-scaled
length units weights the contribution of each cluster to
each bin in a nonlinear and model-dependent manner:

w ∝ θ∆θ ∝ r2200 ∝ M2/3
200 .

Real clusters are aspherical, embedded in the large-
scale-structure, and contain baryons. As numerical hy-
drodynamical simulations become more realistic, robust
tests based on simulated clusters should therefore become
possible. We conduct a preliminary test using clusters
extracted from the new “Cosmo-OWLS” simulation, that
implements the AGNmodel described in McCarthy et al.

(2011) in a 400 h−1Mpc box, with weak-lensing catalogs
constructed following Bahé et al. (2012). The results are
consistent with the analytic NFW tests – i.e. we do not
detect any systematic error on the measurement of con-
centration based on stacking in physical length units.

Stacking procedure: centering – We also checked whether
the results are affected by adopting the BCG as the cen-
ter of each cluster, by adding an off-centering parameter
σRoff

to the models following Johnston et al. (2007). The
best-fit Mvir and cvir are unchanged, and we obtain an
upper limit of σRoff

< 29 h−1kpc.

3.3. Comparison with Okabe et al. (2010)

We fit an NFW model to Ok10’s stacked red+blue cat-
alog and our own stacked red galaxy catalog for the 21
clusters in common between the two studies, finding that
our mean masses and concentrations are ∼ 14 − 20%
and ∼ 15 − 17% greater than theirs (Table 2). The
main differences between Ok10 and our analysis relate
to color-selection of background galaxies, and their shape
measurement methods (§2). We attribute the differences
between our respective mass measurements mainly to a
combination of (1) contamination of Ok10’s blue galaxy
sample at large cluster-centric radii and (2) systemat-
ics in Ok10’s shape measurement methods. We attribute
the differences between the respective concentration mea-
surements mainly to contamination of Ok10’s red galaxy
catalog – their less conservative red color cut (⟨∆C⟩ =
0.33) leads to an overall ∼ 5% contamination by galaxies
that preferentially lie at small cluster-centric radii (see

LoCuSS (Okabe+2013)

50 clusters

12 Niikura et al.
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Figure 8. Similar to Figure 6, but the stacked distortion profile of 50 clusters when implementing the NFW scaling analysis: we summed the “scaled” amplitudes
of background galaxy ellipticities in each bin of the “scaled” radii according to the NFW parameters, halo mass and concentration, inferred for each cluster based
on its X-ray observables. In the left or right panels, we employed the X-ray inferred mass of each cluster from the hydrostatic equilibrium assumption (HSE)
or the gas mass, respectively, and then used the halo concentration inferred from the scaling relation c = c(M; z) in DK15. Note that we used exactly the same
background galaxies as those for the analysis without NFW scaling in Figure 6. The errorbar at each bin is computed based on Eq. (16). The solid curve in each
panel is not a fit, but the NFW prediction ( f NFW given by Eq. 5) including a small correction due to reduced shear at the small radii (see below Eq. 15 for details).
The reduced chi-square is �2/d.o.f = 31.3/32 or 30.7/32 for the HSE or gas mass case, respectively.

Figure 9. The di↵erence between the lensing distortion profiles of 50 clusters and the best-fit NFW profile (�⌃best�fit(R)) or the normalized NFW profile
( f NFW(x)) for the weak lensing analysis with or without NFW scaling implementation in the left or right panel, respectively, as in the lower panels of Figure 4.
Here we show in the right panel the result when using the gas mass to estimate the halo mass of each cluster, as in the right panel of Figure 8. To make a fair
comparison, we show the relative di↵erence to the statistical error at each radial bin (see Eqs. 17 and 18). Since the lensing profile is noisy on individual cluster
basis due to the fewer number of background galaxies, we employed the 8 logarithmically-spaced bins in the fixed range of 0.14  R/[h�1Mpc]  2.8 for all the
clusters as in Figure 7. In addition, we used the same background galaxies in each radial bin before and after the NFW scaling transformation, x = R/rs, for each
cluster so that the di↵erences become identical if we set the model NFW profile �⌃bf�NFW = f NFW = 0 (see the procedure 2b in § 3.2 for details). Also note that,
due to the NFW scaling, the fixed radial range in the left panel is transformed to the di↵erent range of the scaled radius for di↵erent clusters. The same-color
curves in the two panels correspond to the same cluster, and the bold curve shows, as an example, the result for A781, which has the largest deviation from the
NFW profile. Since the sum of squares of all the curves gives an estimate to quantify the scatters of 50 cluster lensing profiles relative to the NFW model – we
call the d2 value. The NFW scaling yields d2 = 527.1 or 504.6 for the HSE and gas mass cases, respectively, compared to d2 = 543.2 for the case without NFW
scaling (Figure 6). This corresponds to the improvement �d2 = d2

� d2
w�scaling = (4.0)2 or (6.2)2, respectively.

LoCuSS+scaling (Niikura+2015)

25 clusters  

(using Mgas)  

銀河団の
動径密度
質量分布
はNFWと
よく一致

すばる
望遠鏡
貢献大!



非球対称性の観測的検証
MO, Takada, Okabe, Smith MNRAS 405(2010)2215

重力レンズシア地図
+再構築された密度分布 ベストフィット (楕円NFW)



銀河団ハローの平均ゆがみ

(e=1−軸比)

18個
• 18個の銀河団の重力
レンズ信号を解析

• ⟨e⟩ = 0.46 ± 0.04　 あ
非球対称性を7σ検出

    (初の直接検出)

• CDMモデルの予言と
とてもよく一致

CDM prediction
(Jing, Suto 2002)

(see also Evans, Bridle 2009; Oguri+2012; 
Clampitt, Jain 2016; van Uitert+2017; 

Shin+2018;  Umetsu+2018)

MO, Takada, Okabe, Smith MNRAS 405(2010)2215



self-interacting dark matter?

• 衝突銀河団からの制限は概ね σ/m < 1−3 cm2/g
     (e.g., Markevitch+2004; Bradac+2008; Randall+2008; Merten+2011)

• マイナー衝突も含めた統計解析 σ/m < 0.5 cm2/g
     (Harvey+2015)

• 銀河団ハローの形状からもおよそ σ/m < 1 cm2/g
     (e.g., Peter+2013)

• 銀河団Abell 3827のDM-銀河オフセット
    → σ/m ~ 1.7×10−4 cm2/g (Massey+2015) (??)
        [w/ restore force σ/m ~ 1.5 cm2/g (Kahlohoefer+2015)]



Abell 3827
Dark matter dynamics in Abell 3827 3
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Figure 1. Hubble Space Telescope image of the core of Abell 3827 in F814W (red), F606W (green) and F336W (blue) bands. Light from
two foreground stars and five foreground galaxies (labelled in yellow) has been subtracted to reveal the background lens system. The
colour scale is linear. Multiply-imaged components of the background spiral galaxy, identified either in this image or in ALMA/MUSE
data are labelled in white. In our cosmological model, 300 = 5.5 kpc at the redshift of the cluster.

expected from an extrapolation of near-IR emission (a some-
what indirect chain using [Oii] emission to estimate star
formation rate and hence far-infrared luminosity, then us-
ing the Solomon & Vanden Bout 2005 relation to predict
CO luminosity). Our exposure time was therefore only just
su�cient to detect spatial structure in the line emission; no
continuum emission is detected beneath the foregrounds.

2.3 VLT/MUSE integral field spectroscopy

In June 2016, we obtained a 4 hour integration of Abell 3827
using the Multi-Unit Spectroscopic Explorer (MUSE) Inte-
gral Field Unit (IFU) spectrograph (Bacon et al. 2010) on
the European Southern Observatory (ESO) Very Large Tele-
scope (VLT). We combined these data (programme 295.A-
5018) with a pre-existing 1 hour exposure from programme
294.A-5014. All the observations were obtained in dark time,
with V -band seeing better than 0.700and good atmospheric
transparency. The data sample wavelengths 475.0-935.1 nm
with 0.125 nm binning and spectral resolution R=4000 at
the red end.

Data were reduced using v1.0 of the esorex pipeline,
which extracts the spectra, applies wavelength and flat-field
calibration, then forms the data cube. Each hour on sky
included 3⇥ 20 minute exposures, dithered by ⇠1000. We
aligned the individual exposures by registering the images
of stars, then removed cosmic rays and pixel defects, and
stacked the exposures using the exp combine routine. Flux
calibration was achieved using ESO standard stars which
were reduced in an identical manner.

The background galaxy is visible in emission from the
[Oii]�3726.8, 3729.2 line doublet, redshifted to 835.5 nm. In
each spatial pixel, we model the spectrum of foreground con-
tinuum emission as a low-order polynomial either side of
835.5 nm. We subtract this foreground emission, then inte-
grate the remaining line flux as an [Oii] narrow-band image
(figure 3). We also use a two-Gaussian model to fit the [Oii]
doublet line ratio (3728.9/3726.2), line-of-sight velocity, and
line width. Both components of the line are assumed to have
the same width, and the measurement of spectral line width
is corrected for instrumental broadening.

c� 2017 RAS, MNRAS 000, 1–10

• 同じ著者の重力レンズ再解析によって、DM-銀河
オフセットは消え有限断面積も必要なくなった
(Massey+2018)



銀河団ダークマター分布
• 重力レンズを使って銀河団内のダークマター分布
を直接、精密に測定できるようになってきた

• (無衝突) CDMモデルで予言される動径密度分布、
非球対称性が観測と高い精度で一致

• 大規模構造の観測から仮定したシンプルなダーク
マターモデルが強非線形領域でも正しいかどうか
は決して自明ではなく、この高精度の一致はある
意味驚くべきことである



より小スケールへ
密度ゆらぎ
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CMB 大規模構造銀河団

OK!
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OK!

WDM?



より小スケールへ

P(k)
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M 密度ゆらぎ
パワースペクトルハロー質量関数

小スケール小質量



より小スケールへ
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銀河団銀河矮小銀河 密度ゆらぎ
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バリオン物理: 銀河 (星) 形成
• ハローの中でガスが冷えて収縮し星を形成、
重たい星は超新星爆発でガスをばらまく

• エネルギーの散逸やフィードバックを伴うの
で分布がダークマターと大きく変わりうる

• ダークマター分布もポテンシャルの変化を介
して影響を受ける

• なので重要



銀河 (星) 形成の効率
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CDMの小スケール問題 (?)
• missing satellites 問題
    天の川銀河の周りの矮小銀河の数が観測では
    CDMで期待されるより小さい

• core/cusp 問題
    矮小銀河のダークマター密度分布NFW的
    ではなく中心にコアを持つ

• too big to fail 問題
    天の川銀河の周りの重い矮小銀河が観測では
    CDMで期待されるより中心密度が低い



missing satellites 問題
L20 DARK MATTER SUBSTRUCTURE Vol. 524

Fig. 1.—Density of dark matter within a cluster halo of mass 5#
(top) and a galaxy halo of mass (bottom). The edge of14 1210 M 2# 10 M, ,

the box is the virial radius, 300 kpc for the galaxy and 2000 kpc for the cluster
(with peak circular velocities of 200 and 1100 km s , respectively).!1

Fig. 2.—Abundance of cosmic substructure within the Milky Way, the Virgo
Cluster, and our models of comparable masses. We plot the cumulative numbers
of halos as a function of their circular velocity, , where is1/2v = (Gm /r ) mb b bc

the bound mass within the bound radius of the substructure, normalized torb
the circular velocity, Vglobal, of the parent halo that they inhabit. The dotted
curve shows the distribution of the satellites within the Milky Way’s halo
(Mateo 1998), and the open circles with Poisson errors are data for the Virgo
Cluster (Binggeli et al. 1985). We compare these data with our simulated
galactic mass halo (dashed curves) and cluster halo (solid curve). The second
dashed curve shows data for the galaxy at an earlier epoch, 4 billion years
ago—dynamical evolution has not significantly altered the properties of the
substructure over this timescale.

make a comparative study with observations and simulations
of larger mass halos.

2. SUBSTRUCTURE WITHIN GALAXIES AND CLUSTERS

We simulate the hierarchical formation of dark matter halos
in the correct cosmological context using the high-resolution
parallel treecode PKDGRAV. An object is chosen from a sim-
ulation of an appropriate cosmological volume. The small-scale
waves of the power spectrum are realized within the volume
that collapses into this object with progressively lower reso-
lution at increasing distances from the object. The simulation
is then rerun to the present epoch with the higher mass and
force resolution. We have applied this technique to several halos
identified from a 106 Mpc3 volume, including a cluster similar
to the nearby Virgo Cluster (Ghigna et al. 1998) and a galaxy
with a circular velocity and isolation similar to the Milky Way.
The cosmology that we investigate here is one in which the

universe is dominated by a critical density of cold dark matter,
normalized to reproduce the local abundance of galaxy clusters.

The important numerical parameters to remember are that each
halo contains more than one million particles within the final
virial radius rvir and that we use a force resolution that is ∼0.1%
of rvir. Further details of computational techniques and simu-
lation parameters can be found in Ghigna et al. (1998) and
Moore et al. (1999). Here we focus our attention directly on
a comparison with observations.
Figure 1 shows the mass distribution at a redshift of z = 0

within the virial radii of our simulated cluster and galaxy. It
is virtually impossible to distinguish the two dark matter halos,
even though the cluster halo is nearly a thousand times more
massive and forms 5 Gyr later than the galaxy halo. Both
objects contain many dark matter substructure halos. We apply
a group-finding algorithm to extract the subclumps from the
simulation data, and we use the bound particles to measure
their kinematical properties directly: mass, circular velocity,
radii, and orbital parameters (cf. Ghigna et al. 1998). Although
our simulations do not include a baryonic tracer component,
we can compare the properties of these systems with obser-
vations using the Tully-Fisher relation (Tully & Fisher 1977).
This provides a simple benchmark for future studies that in-
corporate additional physics such as cooling gas and star
formation.
Figure 2 shows the observed mass (circular velocity) func-

tion of substructure within the Virgo Cluster of galaxies com-
pared with our simulation results. The circular velocities of
substructure halos are measured directly from the simulation,
while for the Virgo Cluster, we invert the Binggeli et al. lu-

Moore+1999
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Fig. 2.—Abundance of cosmic substructure within the Milky Way, the Virgo
Cluster, and our models of comparable masses. We plot the cumulative numbers
of halos as a function of their circular velocity, , where is1/2v = (Gm /r ) mb b bc

the bound mass within the bound radius of the substructure, normalized torb
the circular velocity, Vglobal, of the parent halo that they inhabit. The dotted
curve shows the distribution of the satellites within the Milky Way’s halo
(Mateo 1998), and the open circles with Poisson errors are data for the Virgo
Cluster (Binggeli et al. 1985). We compare these data with our simulated
galactic mass halo (dashed curves) and cluster halo (solid curve). The second
dashed curve shows data for the galaxy at an earlier epoch, 4 billion years
ago—dynamical evolution has not significantly altered the properties of the
substructure over this timescale.

make a comparative study with observations and simulations
of larger mass halos.

2. SUBSTRUCTURE WITHIN GALAXIES AND CLUSTERS

We simulate the hierarchical formation of dark matter halos
in the correct cosmological context using the high-resolution
parallel treecode PKDGRAV. An object is chosen from a sim-
ulation of an appropriate cosmological volume. The small-scale
waves of the power spectrum are realized within the volume
that collapses into this object with progressively lower reso-
lution at increasing distances from the object. The simulation
is then rerun to the present epoch with the higher mass and
force resolution. We have applied this technique to several halos
identified from a 106 Mpc3 volume, including a cluster similar
to the nearby Virgo Cluster (Ghigna et al. 1998) and a galaxy
with a circular velocity and isolation similar to the Milky Way.
The cosmology that we investigate here is one in which the

universe is dominated by a critical density of cold dark matter,
normalized to reproduce the local abundance of galaxy clusters.

The important numerical parameters to remember are that each
halo contains more than one million particles within the final
virial radius rvir and that we use a force resolution that is ∼0.1%
of rvir. Further details of computational techniques and simu-
lation parameters can be found in Ghigna et al. (1998) and
Moore et al. (1999). Here we focus our attention directly on
a comparison with observations.
Figure 1 shows the mass distribution at a redshift of z = 0

within the virial radii of our simulated cluster and galaxy. It
is virtually impossible to distinguish the two dark matter halos,
even though the cluster halo is nearly a thousand times more
massive and forms 5 Gyr later than the galaxy halo. Both
objects contain many dark matter substructure halos. We apply
a group-finding algorithm to extract the subclumps from the
simulation data, and we use the bound particles to measure
their kinematical properties directly: mass, circular velocity,
radii, and orbital parameters (cf. Ghigna et al. 1998). Although
our simulations do not include a baryonic tracer component,
we can compare the properties of these systems with obser-
vations using the Tully-Fisher relation (Tully & Fisher 1977).
This provides a simple benchmark for future studies that in-
corporate additional physics such as cooling gas and star
formation.
Figure 2 shows the observed mass (circular velocity) func-

tion of substructure within the Virgo Cluster of galaxies com-
pared with our simulation results. The circular velocities of
substructure halos are measured directly from the simulation,
while for the Virgo Cluster, we invert the Binggeli et al. lu-
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FIG. 6. Completeness corrected luminosity functions. Uncertainties (e.g. from anisotropies) have not been plotted. The
uncorrected (black) and only area-corrected (i.e. no radial correction; black dashed) luminosity functions are also shown. Left :
The gray-shaded bands represent the luminosity functions predicted by di↵erent SMHM relations (see Appendix B for details).
The lower edge of each band is generated by assuming a reionization redshift of zre = 9.3, while the upper edge assumes that all
subhalos host a galaxy. Note that the Brook et al. 2014 (Ref. [49]) relation predicts far fewer and the Behroozi et al. 2013 (Ref.
[46]) relation predicts far more than the completeness corrected counts. Right : Same as left, except the gray-shaded bands
assume a Moster et al. 2013 (Ref. [47]) SMHM relation, and instead zre is varied from 9.3 to 14.4. The centrally concentrated
radial distributions derived from dark matter only simulations produce the smallest number of satellites, about 125-150, at
MV = -1.5 (L= 340L�). Those from baryonic simulations with tidal stripping, which are not centrally concentrated, have the
largest corrections.

TABLE III. Completeness corrected satellite (L> 850L�)
counts without Segue I

Predictions
distribution r1/2 all sky DES LSST Year 1
NFW 124 kpc 95 9 34
SIS 150 kpc 122 11 38
ELVIS, stripped 90 kpc 94 10 37
D17 124 kpc 142 13 44
sims 110-158 kpc 135-258 13-21 44-58
sims + GK17 130-170 kpc 130-638 28-44 77-100

for satellites with luminosity L � 850 L�. Counts for the
other distributions are listed in Tab. III.

観測

シミュレーション

Kim+2017

• 新しい矮小銀河の発見 (SDSS, DES, HSC, …) および
銀河-ハロー対応の理解の進展により問題ほぼ消失

星質量



core/cusp 問題
14 Oh et al.

Fig. 8.— The inner slope of the dark matter density profile plot-
ted against the radius of the innermost point. The inner density
slope α is measured by a least squares fit to the inner data point as
described in the small figure. The inner-slopes of the mass density
profiles of the 7 THINGS dwarf galaxies are overplotted with earlier
papers and they are consistent with previous measurements of LSB
galaxies. The pseudo-isothermal model is preferred over the NFW
model to explain the observational data. Gray symbols: open cir-
cles (de Blok et al. 2001); triangles (de Blok & Bosma 2002); open
stars (Swaters et al. 2003). See Section 6.3 for more discussions.

Using Eq. 15, we directly convert the total rotation
curves into mass density profiles. Here, we use the mini-
mum disk hypothesis (i.e., ignores baryons). As already
discussed in Section 5.1, our galaxies are mostly dark
matter-dominated and this “minimum disk” assumption
is a good approximation in describing their dynamics.
Particularly useful is the fact that it gives a hard upper
limit to the dark matter density.
In this way, we derive the mass density profiles of the

7 THINGS dwarf galaxies and present them in the Ap-
pendix. We also derive the mass density profiles using
the scaled rotation curves derived assuming minimum
disk in Fig. 6, and plot them in Fig. 7. The best fits of
the NFW and pseudo-isothermal models are also over-
plotted. Despite the scatter, the derived mass density
profiles are more consistent with the pseudo-isothermal
models as shown in Fig. 7.
To quantify the degree of concentration of the dark

matter distribution towards the galaxy center, we mea-
sure the logarithmic inner slope of the density profile.
For this measurement, we first need to determine a
break-radius where the slope changes most rapidly. The
inner density slope is then measured by performing a
least squares fit to the data points within the break-
radius. For the uncertainty, we re-measure the slope
twice, including the first data point outside the break-
radius and excluding the data point at the break radius.
The mean difference between these two slopes is adopted
as the slope uncertainty ∆α. The measured slope α
and slope uncertainty ∆α of the galaxies are shown in
the Appendix. In addition, we overplot the mass den-
sity profiles of NFW and pseudo-isothermal halo mod-

els which are best fitted to the rotation curves of the
galaxies. From this, we find that the mean value of the
inner density slopes for the galaxies is α=−0.29 ± 0.07
(and −0.27 ± 0.07 without Ho I which has a low incli-
nation. See Section 3.4 for details). These rather flat
slopes are in very good agreement with the value of
α = −0.2±0.2 found in the earlier work of de Blok et al.
(2001; see also de Blok & Bosma 2002) for a larger num-
ber of LSB galaxies. They are, however, in contrast with
the steep slope of ∼−0.8 predicted by ΛCDM simulations
(e.g., Stadel et al. 2009; Navarro et al. 2010) as well as
those by the classical simulations (e.g., Navarro, Frenk &
White 1996, 1997). This implies that the sample galaxies
show slightly increasing or even constant density profiles
towards their centers.
We also examine how the mass model differs when it

is based on the hermite h3 rotation curve instead of the
bulk one. For this, we use IC 2574 which shows strong
non-circular motions close to the center. As shown in the
“Mass density profile” panel of Fig. A.3, the mass den-
sity profile derived using the hermite h3 rotation curve
is found to be slightly lower than that from the bulk ro-
tation curve at the central regions. This is mainly due
to the lower hermite h3 rotation velocity, resulting in
smaller velocity gradients ∂V /∂R in Eq. 15 and thus
smaller densities. The measured inner density slope is
α=0.00± 0.19 which is similar, within the error, to that
(α=0.13± 0.07) based on the bulk rotation curve. This
supports earlier studies that suggest that the effect of
systematic non-circular motions in dwarf galaxies is not
enough to hide the central cusps (e.g., Gentile et al. 2004;
Trachternach et al. 2008; van Eymeren et al. 2009).
In Fig. 8, we plot the logarithmic inner density slope

α against resolution of a rotation curve. At high resolu-
tions (Rin < 1 kpc) the slopes of the NFW and pseudo-
isothermal halo models can be clearly distinguished but
at low resolutions (Rin ∼1 kpc) the slopes of the two
models are approximately equal (de Blok et al. 2001).
Because of their proximity (∼4 Mpc) and their highly-
resolved rotation curves, the innermost radius of the ro-
tation curves that can be probed for our galaxies is about
0.1-0.2 kpc. We also overplot the theoretical α−Rin rela-
tions of NFW and pseudo-isothermal halo models as solid
and dotted lines, respectively. The highly-resolved rota-
tion curves of our galaxies (i.e., Rin ∼0.2 kpc) deviate
significantly from the prediction of NFW CDM models.
In particular, around Rin ∼0.1 kpc where the predictions
of the two halo models are clearly distinct, the α − Rin
trend of our galaxies is more consistent with those of
pseudo-isothermal halo models.

7. CONCLUSIONS

In this paper we have presented high-resolution mass
models of the 7 dwarf galaxies, IC 2574, NGC 2366,
Ho I, Ho II, DDO 53, DDO 154 and M81dwB from the
THINGS survey, and examined their dark matter distri-
bution by comparison with classical ΛCDM simulations.
The THINGS high-resolution data significantly reduce
observational systematic effects, such as beam smear-
ing, center offset and non-circular motions. When deriv-
ing the rotation curves, we used various types of veloc-
ity fields, such as intensity-weighted mean, peak, single
Gaussian, hermite h3 and bulk velocity fields, and com-
pared the results. In particular the bulk velocity field

Oh+2011
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はNFW分布を予言
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バリオン物理の影響
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重たい星は超新
星爆発を起こし
銀河内のガスを
吹き飛ばす

中心密度増加

中心密度減少

star



ダークマター分布の力学的反応
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• バリオン物理の影響により内側の質量が突然Mi

からMfに変化した時のDM粒子軌道の変化
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シミュレーション: コア分布を再現

Figure 13

The impact of baryonic feedback on the inner profiles of dark matter halos. Plotted is the inner
dark matter density slope ↵ at r = 0.015R

vir

as a function of M?/M
vir

for simulated galaxies at z
= 0. Larger values of ↵ ⇡ 0 imply core profiles, while lower values of ↵ . 0.8 imply cusps. The
shaded gray band shows the expected range of dark matter profile slopes for NFW profiles as
derived from dark-matter-only simulations (including concentration scatter). The filled magenta
stars and shaded purple band (to guide the eye) show the predicted inner density slopes from the
NIHAO cosmological hydrodynamic simulations by Tollet et al. (2016). The cyan stars are a
similar prediction from an entirely di↵erent suite of simulations from the FIRE-2 simulations
(Fitts et al. 2016; Hopkins et al. 2017, Chan et al., in preparation). Note that at dark matter core
formation peaks in e�ciency at M?/M

vir

⇡ 0.005, in the regime of the brightest dwarfs. Both
simulations find that for M?/M

vir

. 10�4, the impact of baryonic feedback is negligible. This
critical ratio below which core formation via stellar feedback is di�cult corresponds to the regime
of classical dwarfs and ultra-faint dwarfs.

the mass in stars formed (Governato et al. 2012; Di Cintio et al. 2014). If galaxies form

enough stars, there will be enough supernovae energy to redistribute dark matter and create

significant cores. If too many baryons end up in stars, however, the excess central mass

can compensate and drag dark matter back in. At the other extreme, if too few stars are

formed, there will not be enough energy in supernovae to alter halo density structure and

the resultant dark matter distribution will resemble dark-matter-only simulations. While

the possible importance of supernova-driven blowouts for the central dark matter structure

of dwarf galaxies was already appreciated by Navarro, Eke & Frenk (1996) and Gnedin &

Zhao (2002), an important recent development is the understanding that even low-level star

formation over an extended period can drive gravitational potential fluctuations that lead

to dark matter core formation.

This general behavior is illustrated in Figure 13, which shows the impact of baryonic
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too big to fail 問題

Figure 10

The Too-Big-to-Fail Problem. Left: Data points show the circular velocities of classical Milky
Way satellite galaxies with M? ' 105�7M� measured at their half-light radii r

1/2. The magenta
lines show the circular velocity curves of subhalos from one of the (dark matter only) Aquarius
simulations. These are specifically the subhalos of a Milky Way-size host that have peak
maximum circular velocities V

max

> 30 km s�1 at some point in their histories. Halos that are this
massive are likely resistant to strong star formation suppression by reionization and thus naively
too big to have failed to form stars (modified from Boylan-Kolchin, Bullock & Kaplinghat 2012).
The existence of a large population of such satellites with greater central masses than any of the
Milky Way’s dwarf spheroidals is the original Too-Big-to-Fail problem. Right: The same problem
– a mismatch between central masses of simulated dark matter systems and observed galaxies –
persists for field dwarfs (magenta points), indicating it is not a satellite-specific process (modified
from Papastergis & Ponomareva 2017). The field galaxies shown all have stellar masses in the
range 5.75  log

10

(M?/M�)  7.5. The gray curves are predictions for ⇤CDM halos from the
fully self-consistent hydrodynamic simulations of Fitts et al. (2016) that span the same stellar
mass range in the simulations as the observed galaxies.

While there are subhalos with central masses comparable to the Milky Way satellites, these

subhalos were never among the ⇠ 10 most massive (Figure 10). Why would galaxies fail

to form in the most massive subhalos, yet form in dark matter satellites of lower mass?

The most massive satellites should be “too big to fail” at forming galaxies if the lower-mass

satellites are capable of doing so (thus the origin of the name of this problem). In short,

while the number of massive subhalos in dark-matter-only simulations matches the number

of classical dwarfs observed (see Figure 8), the central densities of these simulated dwarfs

are higher than the central densities observed in the real galaxies (see Figure 10).

While too-big-to-fail was originally identified for satellites of the Milky Way, it was

subsequently found to exist in Andromeda (Tollerud, Boylan-Kolchin & Bullock 2014) and

field galaxies in the Local Group (those outside the virial radius of the Milky Way and

M31; Kirby et al. 2014). Similar discrepancies were also pointed out for more isolated low-

mass galaxies, first based on HI rotation curve data (Ferrero et al. 2012) and subsequently

using velocity width measurements (Papastergis et al. 2015; Papastergis & Shankar 2016).

This version of too-big-to-fail in the field is also manifested in the velocity function of

field galaxies4 (Zavala et al. 2009; Klypin et al. 2015; Trujillo-Gomez et al. 2016; Schneider

4We note that the mismatch between the observed and predicted velocity function can also be

www.annualreviews.org
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天の川銀河内の比較的重めの
矮小銀河の内部構造の問題

回
転
速
度

半径

シミュレーション

• core/cusp問題と同様にバリオン物理によるDM

密度分布変化+天の川銀河との潮汐相互作用で
説明できる (e.g., Wetzel+2016)



CDMの小スケール問題 (?) の現状
• 観測の進展、銀河形成物理の理解の進展により
明確に問題だといえるものはないのが現状

• 一方で、伝統的な無衝突CDM以外の可能性を
理論的、観測的に追求することは理解を深める
上で依然としてとても重要

• 特に、より小スケールまで詳しく調べることが
大切



より小スケールへ
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バリオン物理
影響ほぼなし

星
質
量

/ハ
ロ
ー
質
量

ハロー質量

≲109Msun

←ultra faint dwarfs

• ハロー質量で
109M☉以下まで
行けばバリオン
物理の影響はか
なり小さい

• 星を持たない
「ダーク」ハロー
を検出できれば
CDM理論の強力
な検証 (holy grail!)



超低光度矮小銀河 (ultra faint dwarfs)12 Errani et al.
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Figure 9. Mean densities r(< 1.8Rh) within 1.8 half-light radii Rh of Milky Way dSphs, estimated using the minimum-variance mass estimator (equation 17).
Grey curves show the mean density profiles of cuspy (g = 1, left panel) and cored (g = 0, right panel) haloes of the controlled cosmological simulations
introduced in section 3.2. These curves assume {a,b ,g}= {1,5,g} profiles with {rmax,vmax} as fitted to the simulated haloes. Note that the ultra-faint Milky
Way dwarfs are too dense to be compatible with any of the simulated cored DM haloes.

Figure 10. {rmax,vmax} degeneracy curves of the DM haloes of Milky Way dSphs obtained by assuming cuspy (left panel, g = 1) and cored (right panel, g = 0)
DM density profiles for tidally stripped systems (a = 1, b = 5 in equation 10). {rmax,vmax} values of subhaloes of our controlled cosmological simulations
are shown by grey filled circles. Crosses indicate the minimum-c2 estimates (see equation 24). Note that the {rmax,vmax} curves of the ultra-faint Milky Way
dwarfs result incompatible with any of the simulated cored DM haloes.

5.4 Puzzling halo masses for ultra-faint dwarfs

For systems with lgL/L� . 5, we find an anti-correlation between
stellar mass and halo mass, associating the faintest galaxies to the
most massive haloes. For cored systems, Milky Way dwarf galaxies
with luminosities spanning between 2. L/L� . 4 are associated to

the DM haloes of mass of ⇠ 109M�, with an uncertainty of two or-
ders of magnitude and c2

min & 0.3. The corresponding {rmax,vmax}
degeneracy curves of Fig. 10 do not intersect with any {rmax,vmax}
value measured from the cored simulations. Note that dwarf galax-
ies evolving along the tidal tracks shown in Fig. 11 primarily lose

MNRAS , 1–16 (2018)

Errani+2018

• 個々の超低光度矮小銀河で密度分布を測るのは
困難、ただ統計的にはNFW的な密度分布を支持
しているようである (see also e.g., Hayashi, Chiba 2015)

半径 半径

密
度

cuspy コア



球状星団 (globular cluster)

wikipedia

• 106M☉程度の星の集団、ダーク
マターが付随していない (??)

      (e.g., Moore 1996; Conroy+2011)

• 力学的摩擦が効いてない (??)
      (e.g,  Tremaine 1976)

• 原因はきちんと理解されてない、
例の小スケール問題より問題？

     (fuzzy dark matterを支持？ Hui+2017;   

        Broadhurst, private communication)



「ダーク」ハローの検出に向けて
dn/dlogM

M/M☉

ハロー質量関数

10910−10? 107-8

銀河、銀河団UFD

「ダーク」ハロー?

• CDMでは星なし小質量ハローが大量に存在
CDMの究極の検証 & DM理論の強力なテスト

DM理論に依存



「ダーク」ハロー検出方法
• 強い重力レンズ
    小ハローにより重力レンズ像の位置や明るさ
    が摂動を受ける

• 潮汐ストリーム
    銀河内で潮汐相互作用で破壊された星団など
    のストリームが小ハローにより摂動をうける

• その他?

     PTAによる小ハロー接近検出 (Kashiyama, MO 2018)



強い重力レンズ
ALMA: 分解能30mas 

Hezaveh+2016 (see also Inoue+2016)

global VLBI imaging of MG J0751+2716 3

Figure 1. Global VLBI imaging of MG J0751+2716 at 1.65 GHz obtained by using uniform weights and multi-scale cleaning in wsclean. The o↵-source rms
is 41 µJy beam�1 and the peak surface brightness is 2.9 mJy beam�1. The restored beam is 5.5 ⇥ 1.8 mas2 at a position angle �9.8 deg, and is shown within
the white box in the bottom left hand corner.

24 antennas from the European VLBI Network (EVN) and the Very
Long Baseline Array (VLBA), and included the large (> 50 m)
Lovell, E↵elsberg, Robledo and Green Bank telescopes. The scans
on the target were about 3 min in duration, which were interleaved
by scans of about 2 min on the phase-reference source J0746+273.
Several observations of the bright calibrator sources 4C39.25 and
DA193 were taken throughout the run for fringe finding during cor-
relation and for the bandpass calibration at the data reduction stage.
The data were recorded at 512 Mbits s�1 and correlated at the Joint
Institute for VLBI in Europe (JIVE) to produce 8 spectral windows

(IFs) with 8 MHz bandwidth and 32 channels each, through both
circular polarizations (RR, LL). A visibility averaging time of 2 s
was used. This time and channel resolution limited the e↵ective
field-of-view of the observations to about 16 and 10 arcsec, respec-
tively, from the phase centre, which easily encompassed all of the
expected structure of the target.

The dataset was initially edited, calibrated and reduced using
the EVN pipeline and the Astronomical Image Processing Software
(AIPS) to produce/apply standard calibration tables. However, dur-
ing the fringe-fitting process, three antennas (Shanghai, Urumqi

MNRAS 000, 1–15 (2017)

Spingola+2018

VLBI: 分解能0.04mas (!) 

• 現在108−9M☉、近い将来106M☉のハローまで検出
および数密度の制限ができる

~109M☉



天の川銀河内の潮汐ストリーム
Discovery of the Pal 5 stream perturbations 17
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Figure 9. Comparison between the measured stream properties and the model of the Pal 5 stream in the MWPotential2014 potential
from Bovy (2015) perturbed by two subhalo fly-bys. As in Fig. 7, the stream track, debris density, stream width, radial velocity and
Galactocentric radius are shown. Details of the panels are described in the caption of Fig. 7. The vertical dotted lines show the approximate
locations of the centers of the two gaps produced as a result of interaction with dark matter subhaloes. The gap in the leading arm (left)
is created by a 106M� subhalo while the gap in the trailing arm (right) is created by a 5 ⇥ 107M� subhalo. In an apparent contrast
to Fig. 7, there is a good match between the measured and modelled stream density. In addition, the trailing tail now has a roughly
constant width until �

1

⇠ 10�, providing a better match to the observations.

stream (Bernard et al. 2014) and found a dramatic e↵ect
where the bar can induce di↵erent changes in the energy to
di↵erent sections of a stream. Thus, since these sections will
now move at di↵erent rates, the bar can cause small-scale
variation in the debris distribution, resulting in both under-
and overdensities. The e↵ect of the bar on streams was also
considered in Price-Whelan et al. (2016b) where they fo-

cused on the importance of orbital chaos, a topic which will
be briefly discussed in Section 6.

Here, since we expect that the bar can only induce rel-
atively large scale features, we focus solely on the asymme-
try in the density near the progenitor to ascertain whether
the bar can plausibly create this. The Galaxy is represented
with the NFW halo and Miyamoto-Nagai disk of MWPoten-
tial2014 from Bovy (2015) and the bar is the prolate bar

MNRAS 000, 000–000 (0000)
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Figure 9. Comparison between the measured stream properties and the model of the Pal 5 stream in the MWPotential2014 potential
from Bovy (2015) perturbed by two subhalo fly-bys. As in Fig. 7, the stream track, debris density, stream width, radial velocity and
Galactocentric radius are shown. Details of the panels are described in the caption of Fig. 7. The vertical dotted lines show the approximate
locations of the centers of the two gaps produced as a result of interaction with dark matter subhaloes. The gap in the leading arm (left)
is created by a 106M� subhalo while the gap in the trailing arm (right) is created by a 5 ⇥ 107M� subhalo. In an apparent contrast
to Fig. 7, there is a good match between the measured and modelled stream density. In addition, the trailing tail now has a roughly
constant width until �

1

⇠ 10�, providing a better match to the observations.

stream (Bernard et al. 2014) and found a dramatic e↵ect
where the bar can induce di↵erent changes in the energy to
di↵erent sections of a stream. Thus, since these sections will
now move at di↵erent rates, the bar can cause small-scale
variation in the debris distribution, resulting in both under-
and overdensities. The e↵ect of the bar on streams was also
considered in Price-Whelan et al. (2016b) where they fo-

cused on the importance of orbital chaos, a topic which will
be briefly discussed in Section 6.

Here, since we expect that the bar can only induce rel-
atively large scale features, we focus solely on the asymme-
try in the density near the progenitor to ascertain whether
the bar can plausibly create this. The Galaxy is represented
with the NFW halo and Miyamoto-Nagai disk of MWPoten-
tial2014 from Bovy (2015) and the bar is the prolate bar

MNRAS 000, 000–000 (0000)

Erkal+2017

• ギャップによって~106M☉のハローを検出できる!

• 他の可能性 (バー回転, GMC, …) もあるので注意



天の川銀河内の潮汐ストリーム

Figure 2. The density distributions of identical GC streams (rc = 4.4 kpc, j = 0.9) evolved for 3
Gyr in Milky Way sized FDM haloes with decreasing axion mass. Upper panels show projections in
the plane of the orbit, lower panels show vertical projections.The red cross indicates the position of
the remnant.
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Gyr in Milky Way sized FDM haloes with decreasing axion mass. Upper panels show projections in
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Amorisco, Loeb 2018

CDM boson 10−22eV • DMが軽いボゾ
ンだと対応す
る特徴的なス
ケールでおお
きなゆらぎ

• ストリームを
力学的に温め
て太くする

• 暫定的制限
    m>1.5×10−22eV



ダークマターは素粒子か？
• 何らかの素粒子を仮定した直接、間接検出
実験は今のところ成果なし

• ひょっとしたら素粒子ではない?

• 他の可能性として (原始) ブラックホールも
検討されている



原始ブラックホール (PBH)

• インフレーション中に作られた大きなゆらぎが
重力崩壊しブラックホール生成 (モデルによる)

w
ikipedia
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重力波ついに発見!

Abbott et al., PRL 116(2016)061102

重力波GW150914
~30M☉の質量の
ブラックホール合体

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-3

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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LIGOによる重力波発見

https://www.ligo.caltech.edu

• ~30M☉ BHが思っ
たよりたくさん
存在

• その起源は不明
• もしかしてPBH?

(Bird+ 2016; あ
Sasaki+ 2016)

太
陽
質
量

重力波で発見されたブラックホール

ダークマター=ブラックホール説が脚光をあびる

https://www.ligo.caltech.edu


PBHの観測的制限
• 重力マイクロレンズ (microlensing)

    遠方天体の手前をPBHが通過した際の増光から
    PBHを検出

• ホーキング放射
    軽いPBHは蒸発し高エネルギー光子を放出

• 宇宙背景放射
    PBH周りの高温ガスがCMBをゆがめる

• その他、動力学的制限など



観測的制限 (存在量の上限) の現状
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Figure 11: Upper limit on fPBH = ⌦PBH/⌦DM for various PBH mass (assuming monochro-
matic mass function). Blue curves represent lensing constraints by EROS [116], OGLE [119],
Kepler [122], HSC [123] and Caustic [125] (see 3.1.1). Black curves represent constraints by the
millilensing [132] (3.1.2) and the femtolensing [138] (3.1.3). Orange curves represent dynamical
constraints obtained by requiring that existent compact objects such as white dwarfs (WDs) [141]
(3.2.1) and neutron stars (NSs) [142] (3.2.2) as well as the wide binaries (WBs) [151] (3.2.3) are
not disrupted by PBHs. Green curves represent constraints by the dynamical friction (DF) on
PBHs [152] (3.2.6), the ultra-faint dwarfs (UFDs) [153], and Eridanus II [153] (3.2.5). Red curves
represent constraints by the accretion onto the PBHs such as CMB for the case of the spherical
accretion [166] and the case of the accretion disk [171] with two opposite situations where the
sound speed of the baryonic matter is greater (labeled by CMB) or smaller (labeld by CMB-II)
than the relative baryon-dark matter velocity (3.3.1), radio, and X-rays [173,180] (3.3.2).
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重力レンズ
NSWD破壊
ガス降着
銀河動力学

Sasaki+2018

PBH質量
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• ほとんどのPBH質量で fPBH=1が棄却されている
     (window around ~10−13−10−12M☉ ?)

wave+finite source effects?



最遠方の単独の星「イカロス」の発見
Kelly,  …, MO+ Nat. Ast. 2(2018)334

• z=1.5の単独の星のマイクロレンズ増光



最遠方の単独の星「イカロス」の発見
Kelly,  …, MO+ Nat. Ast. 2(2018)334
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• 速い増光と減光 → 半径~200R☉ の青色超巨星

• 銀河団のダークマター+星の「二重レンズ」で
最大~4000倍の増光を達成



イカロスによるPBHダークマターの制限
ダ
ー
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ー
に
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る
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合

PBHの質量

• DM = PBHだと
PBHによる多重
散乱で増光抑制

• ~30M☉ PBHが全
DMである可能
性を棄却

• 広がった質量関
数をもった場合
積分したfPBHに
適用可 (およそ)

13

FIG. 7: Constraints on the mass (M) and abundance (fp) of
compact dark matter. Shaded regions show excluded regions
from caustic crossing studied in this paper, microlensing ob-
servations of M31 with Subaru/Hyper Suprime-Cam (HSC)
[11], EROS/MACHO microlensing [6, 9], ultra-faint dwarf
galaxies (UFDs) [42], and Planck cosmic microwave back-
ground observations (Planck) [43]. For UFDs and Planck,
conservative limits are shown by solid lines, whereas more
stringent limits are shown by dashed lines.

dark matter becomes much smaller than the source size.
In this case, any lensing effects by compact dark matter
is smeared out due to the finite source size effect, and as
a result it does not cause any saturation. We can write
this condition as

θE√
µt

! βR. (74)

Given the allowed range of the source radius R and µt <
100, this condition reduces to

M ! 1.5× 10−5M⊙. (75)

From this argument, we can derive constraints on the
mass M and abundance fp of compact dark matter. Fig-
ure 7 shows the rough excluded region in the M -fp plane
from the observation of MACS J1149 LS1. As discussed
in [1], the very high abundance of ∼ 30 M⊙ black holes
[29], which is motivated by recent observations of gravita-
tional waves [44], is excluded, although more careful com-
parisons with simulated microlensing light curves should
be made in order to place more robust constraints.

We expect that we can place tighter constraints on
compact dark matter from long monitoring observations
of giant arcs and careful analysis of observed light curves.
This is because point mass lens with different masses have
quite different characteristics of light curves such as time
scales and peak magnifications. Therefore, observations
or absence of light curve peaks with different time scales
may be used to place constraints on the abundance of
compact dark matter with different masses, although we
have to take account of the uncertainty in the velocity for

the robust interpretation. As discussed in [26], another
clue may be obtained by detailed observations of light
curves before and after the peak. As mentioned above,
in order to obtain robust constraints on compact dark
matter from observations, it is also important to conduct
ray-tracing simulations that include both ICL stars and
compact dark matter, as was partly done in [26]. Ray-
tracing simulations are helpful to better understand what
kind light curves such compound lens system predict.

VII. SUMMARY AND DISCUSSIONS

In this paper, we have adopted a simple analytical lens
model that consists of a point mass lens and a constant
convergence and shear field, which is used to study lens-
ing properties of a point mass lens embedded in high
magnification regions due to the cluster potential. This
model has been used to derive characteristic scales of
caustic crossing events in giant arcs, such as the time
scale of light curves and maximum magnifications, as a
function of the mass of the point mass lens and the ra-
dius of the source star. We have tuned model parame-
ters to the MACS J1149 LS1 event to constrain lens and
source properties of this event. We have also computed
expected event rates, and derived additional constraints
on the lens and source properties of MACS J1149 LS1.

Our results that are summarized in Figures 3 and 4
indicate that MACS J1149 LS1 is fully consistent with
microlensing by ICL stars. The allowed ranges of the
lens mass and source radius are 0.1 M⊙ ! M ! 4 ×
103M⊙ and 40 R⊙ ! R ! 260 R⊙, respectively. The
most plausible radius of the source star is R ≈ 180 R⊙

(luminosity L ≈ 6 × 105 L⊙), which is consistent with
a blue supergiant. In this case, the source star should
have been magnified by a factor of ≈ 4300 at the peak.
Our results suggest that the allowed ranges of the lens
mass and source radius are relative narrow, which limit
the possibility of explaining MACS J1149 LS1 by exotic
dark matter models.

We have discussed the possibility of constraining com-
pact dark matter in the presence of ICL stars. Using
the saturation argument, we have shown that compact
dark matter models with high fractional matter densi-
ties (fp " 0.1) for a wide mass range of 10−5M⊙ !
M ! 102M⊙ are inconsistent with the observation of
MACS J1149 LS1 because such models predict too low
magnifications at the position of MACS J1149 LS1. We
note that this constraint from the saturation condition
should be applicable to the total compact dark matter
fraction for models with extended mass functions [45].
We expect that we can place tighter constraints on the
abundance and mass of compact dark matter by careful
analysis of observed light curves as well as more observa-
tions of caustic crossing events.

In this paper, we have assumed a single star as a source.
As discussed in [1], there is a possibility that the source
is in fact a binary star, based on multiple peaks in the

MO, Diego, Kaiser+ PRD 97(2018)023518

イカロス観測に
よって棄却

重力波で発見されたブラックホール



Ia型超新星爆発の重力マイクロレンズ
Zumalacarregui, Seljak, arXiv:1712.02240
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FIG. 1: Bounds on the abundance of PBHs as a function of
the mass (95 % confidence level). The analysis of SNe lensing
using the JLA (solid) and Union 2.1 compilations (dashed)
constrain the PBH fraction in the range M & 0.01M�.
This range includes the masses of black hole events observed
by LIGO (gray), only weakly constrained by previous data
including micro-lensing (EROS [16]), the stability of stel-
lar compact systems (Eridanus II [17, 18]) and CMB [19].
The CMB excluded regions correspond to Planck-TT (solid),
Planck-full (dotted) for the limiting cases of collisional (red)
and photo-ionization (orange) (see [19] for details).

the e↵ectiveness of this technique is limited by the finite-
size of SNe if the PBHs are su�ciently light. Finally,
SNe probe the very deep universe, as opposed to specific
nearby regions of the sky.

Our results provide stringent constraints, ruling out
the DM-PBH model in the mass range detected by LIGO
at high significance. Our work improves on previous anal-
yses [20] and is complementary to other techniques based
on lensing such as caustic crossing [21, 22], as well as
bounds derived from the CMB [19, 23–26] (see also [27]
for earlier work).

Section II describes the e↵ect of PBHs on the magnifi-
cation of distance sources. In Section III we describe the
likelihood and how we model the SNe, including system-
atic e↵ects. In Section IV we present the bounds derived
from our analysis. We conclude in Section V.

II. SNE LENSING BY COMPACT OBJECTS

Gravitational lensing of small sources like SNe is sen-
sitive to the abundance of compact objects. This section
presents the statistical predictions of lensing magnifica-
tion, including the e↵ects of a variable PBH fraction and
the large scale structure (LSS) of the universe. We will
then consider how the constraints are a↵ected by assump-
tions on the PBH mass distribution.

FIG. 2: E↵ects of the PBH fraction on the magnification
probability density function (equation 6), including compact
objects and cosmological large scale structure. Compact ob-
jects produce 1) a displacement of the maximum of the PDF
towards a demagnified universe and 2) a larger probability of
large magnifications. The cases shown correspond to no PBH
(solid) and all of the dark matter (but not baryons) in PBH
(dashed) at z = 1. Also shown is the empty beam (verti-
cal dotted line). We see that LSS never reaches empty beam
values: all LSS lines of sight pass through matter for z = 1.

A. Magnification by compact objects

Gravitational lensing by compact objects has two dis-
tinct e↵ects, summarized in Fig. 2:

• Most objects appear dimmer than the average, as
most light beams do not pass near any lens. The
characteristic demagnification corresponds to the
empty-beam distance.

• Few objects undergo significant magnification, as
their light beams pass very close to a lens. These
bright outliers are far less likely in a microscopic
DM scenario.

Note that both e↵ects are balanced so that the mean
magnification remains the same as in a homogeneous uni-
verse.

In PBHs-dominated universe, the line of sight to most
sources will not lay near any compact object. Those
sources will be demagnified and appear fainter, a↵ecting
its perceived angular-diameter distance

D(µ, z) =
D̄(z)p
1 + �µ

=
DE(z)p
1 + µ

. (1)

In the first equality we have defined the magnification
�µ relative to filled-beam distance, i.e. the angular di-
ameter distance of the homogeneous cosmology D̄(z) =

1
1+z

R
dz0

H(z0) . The second equality defines µ relative to the

empty-beam distance [28, 29]

DE(z) =

Z z

0

dz0 1

(1 + z0)2H(z0)
. (2)

• PBH lensingによ
るIa型超新星の
光度分布ゆがみ

• ~30M☉ PBHが全
DMである可能
性を棄却

• 広がった質量関
数をもった場合
積分したfPBHに
適用可 (およそ)

PBHの質量

全
質
量
に
占
め
る
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H
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今後のPBH制限
• ~30M☉ PBH (重力波BH)

    すばる望遠鏡HSCを用いたM31の長期モニター
    (PI: M. Takada) → fPBH<0.01 (95%CL) まで制限可

• ~10−13−10−12M☉ PBH (fPBH=1可能?)

    アイデア募集中、、、



まとめ
• CDMは今のところ成功しており、はっきり矛盾
する観測はいまのところない

• バリオン物理を正しく考慮することが重要
• バリオン物理が (あまり) 効かない小質量ハロー
が現在のフロンティアのひとつ

• ダークマターはなかなか尻尾を出さないが、　
観測的制限は今後数年でさらにおおきく進展 

する見込みなので乞うご期待


