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HST Frontier Fields (HFF)

http://hubblesite.org

• >100 multiple images for each cluster led to 
significant progress in cluster strong lens study!

Lotz, Koekemoer, Coe+ ApJ 837(2017)97

http://hubblesite.org
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Fig. 6.— The MACSJ0717.5+3745 GLASS fields-of-view. The color composite image (top) is based on the CLASH imaging with blue,
green and red channels as noted on the right. The four bottom panels show the final interlaced sky-subtracted G102 (left) and G141(right)
grism mosaics at the position angle 20 (top; green polygons) and 280 (bottom; magenta polygons) degrees. The individual spectra are
extracted from these mosaics based on the extent of the corresponding object in the direct image mosaics (not shown here).

Treu+2015

Strong lensing analysis on Abell 2744 - MUSE 3

ter program covered Abell 2744 with a mosaic totaling an
exposure time of 18.5 hours. This deep coverage makes it
possible for us to obtain an incredible amount of data over
the entire field-of-view (FoV) and even confirm or reject
multiply-imaged systems. In addition, we supplement this
dataset with LRIS observations from Keck. Using all of this
spectroscopic data, we are able to dig deeper into the nature
of the cluster and advance our understanding of systematic
uncertainties.

The paper is organised as follows. In Section 2 we give
an overview of the data. In Section 3 we describe the data
processing to compute a redshift catalog. In Section 4 we de-
tail the strong lensing analysis. In Section 5 we summarise
the main results of the mass modeling. In section 6 we dis-
cuss systematic uncertainties in the analysis, the influence
of the outskirts and compare our results with other groups.
Throughout this paper we adopt a standard ⇤-CDM cosmol-
ogy with ⌦

m

= 0.3, ⌦⇤ = 0.7 and h = 0.7. All magnitudes
are given in the AB system (Oke 1974).

2 DATA DESCRIPTION

2.1 Hubble Frontier Fields images

The HFF observations of Abell 2744 (ID: 13495, P.I: J. Lotz)
were taken between 2013 Oct 25 and 2014 Jul 1 in seven
di↵erent filters, three with the Advanced Camera for Sur-
veys (ACS; F435W, F606W, F814W) and four taken with
the Wide Field Camera 3 (WFC3; F105W, F125W, F140W,
and F160W). In total 280 orbits were devoted to Abell 2744
reaching in each filter a 5-� limiting magnitude AB⇠29.
The self-calibrated data provided by STScI1,(version v1.0
for WFC3 and v1.0-epoch2 for ACS) with a pixel size of 60
mas are used in this study.

2.2 MUSE observations

Abell 2744 was observed with the Multi Unit Spectrographic
Explorer (MUSE) between September 2014 and October
2015 as part of the GTO Program 094.A-0115 (PI: Richard).
A 2⇥2 mosaic of MUSE pointings was designed to cover the
entire multiple image area, centered at ↵ = 00

h

14

m

20.952

s

and � = �30

o

23

0
53.88

00. The four quadrants were observed
for a total of 3.5, 4, 4 and 5 hours, in addition to 2 hours
at the center of the cluster. Each pointing is split into 30
minutes individual exposures with a 90 degrees rotation ap-
plied in between, to minimise the striping pattern caused
by the IFU image slicers. Figure 1 details the MUSE expo-
sure map overlaid on top of an HFF RGB image. The full
MUSE mosaic is contained within all 7 HFF bands (ACS
and WFC3).

2.3 MUSE data reduction

The data reduction was performed with the MUSE ESO
pipeline (Weilbacher et al. 2012, 2014) up to the mosaic
combination. This comprises bias subtraction, flat fielding
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https://archive.stsci.edu/missions/hlsp/frontier\

/abell2744/images/hst/

Figure 1. Full MUSE mosaic overlaid on the HFF F814W im-
age. The shaded colour regions highlight our observing strategy,
showing the total exposure time devoted to each section of the
cluster. The region where multiple images are expected is marked
by the white countour, and the red region shows the outline of
the HFF WFC3 image mosaic.

(including illumination and twilight exposures), sky subtrac-
tion, flux calibration and telluric correction. The last two
steps were performed with calibration curves derived from
the median response of 6 suitable standard stars observed
in the MUSE GTO Lensing Clusters program. After basic
corrections we align individual exposures to a common WCS
with SCAMP Bertin (2006), shifting each frame relative to
a reference image, in this case, the F814W HFF data. No
correction for rotation was applied since only a maximum
rotation o↵set of 0.03

� was observed. We then transform the
realigned images into data cubes, resampling all pixels onto
a common 3-dimensional grid with two spatial and one spec-
tral axis.

Sky residuals were removed using the Zurich Atmo-
sphere Purge (ZAP; Soto et al. 2016), which uses principal
component analysis to characterise the residuals and remove
them from the cubes. Objects above a 3� threshold, mea-
sured on an empty region on the white light of a previously
combined cube, were masked during the process of residual
estimation. The individual cubes were then combined in the
mosaic using median absolute deviation (MAD) statistics
to compare exposures and reject pixels deviating by more
than 3 (Gaussian-equivalent) standard deviations. To cor-
rect for variations in sky transmittance during the observa-
tions, we calculated the average fluxes of bright sources in
each cube with sextractor. The frame with the highest
flux was then taken as a reference to scale individual expo-
sures during combination. The final combined cube was once
more cleaned with ZAP and the background was corrected
by subtracting the median of the 50 spectral-neighbouring
wavelength planes (masking bright objects) to each spatial
row and column of the cube.

The final product is a 20 ⇥2

0 MUSE field of view mosaic
with 1.25 Å spectral sampling and 0.200 spatial sampling.

MNRAS 000, 1–29 (2017)

Mahler+2018

HST WFC3 grismVLT MUSE

• spec-z’s for many multiple images
  → secure identifications & more constraints!



HFF mass models (v3, v4)
https://archive.stsci.edu/prepds/frontier/lensmodels/
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Figure 1.1: Example of lens equation solving for point sources. I use square grids (thin black
lines) that are adaptively refined near critical curves to derive image positions for a given
source. Upper panels show image planes, and lower panels are corresponding source planes.
Critical curves and caustics are drawn by blue lines. Positions of sources and images are
indicated by red triangles. Left panels show an example from a simple mass model that
consist of NFW and SIE profiles. A source near the center is producing 7 lensed images. In
right panels, I add small galaxies to the primary NFW lens potential. This time 5 lensed
images are produced.
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http://www.slac.stanford.edu/~oguri/glafic/

• public software for strong 
lensing analysis                           
(“parametric” modeling) 

• adaptive grid to solve lens 
equation efficiently

• support many kind of lens 
potentials

• see Kawamata, MO+ ApJ 
819(2016)114 for details 
of our HFF mass modeling

http://www.slac.stanford.edu/~oguri/glafic/


Some high-z galaxy results

et al. (2016) is smaller than the one obtained in previous
observations by the nine-year WMAP (t = 0.088 0.013e ;
Bennett et al. 2013; Hinshaw et al. 2013) and Planck 2014
(t = 0.092 0.013e , Planck Collaboration et al. 2014).

We assume the following two functional forms of rUV. One
is the four-parameter function from Madau & Dickinson (2014;
see also Robertson et al. 2015):
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which has free parameters of ap, bp, cp, and dp. The other is a
logarithmic double power-law function used in Ishigaki et al.
(2015):
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which also has four free parameters; *rUV, z*, a, and b. We
perform c2 fitting to the observational data of rUV, QH II, and
te. In each parameter space, we adopt one of the two functional
forms of r ( )zUV with a minimum c2 that is smaller than the one
of the other. We use the rUV data points at ~ –z 6 7, 8, 9, and
10 (this work) and ~z 4, 5, and 6 (Bouwens et al. 2015) that
are presented in the left panel of Figure 9. Although rUV at
~z 10 scatters upward due to the large uncertainty in α, this

does not significantly affect the fitting result because of its large
uncertainty. We also use the QH II data plotted in the right panel
of Figure 9 from Bolton et al. (2011), Carilli et al. (2010),
Chornock et al. (2013), Chornock et al. (2014), Dijkstra et al.
(2011), Konno et al. (2014), McGreer et al. (2011), McQuinn
et al. (2007, 2008), Mesinger & Furlanetto (2008), Mesinger
(2010), Ouchi et al. (2010), Ota et al. (2008), Patel et al.
(2010), and Totani et al. (2006, 2014). In addition to these
observational constraints, we compare t = 0.058 0.012e

(Planck Collaboration et al. 2016) with the value of te at

z=30 calculated from Equation (21). There are six free
parameters in the c2 fit, xá ñfesc ion , Mtrunc, and the four
parameters in the function of r ( )zUV . The parameter range of

xá ñfesc ion is 0 to 1025.34 [erg−1 Hz], where we assume that
< <f0 1esc and x =-[ ]log erg Hz 25.34ion

1 (Bouwens et al.
2016b). The parameter range of Mtrunc is −16 to −10;

= -M 16trunc mag corresponds to the detection limit of current
observations, and = -M 10trunc mag is the magnitude of

Figure 9. Left panel: rUV calculated with = -M 11.0trunc . The black circles represent rUV from the best-fit luminosity functions at ~ –z 7 10 (this work) and those at
~ –z 4 6 (Bouwens et al. 2015). The blue line and the light blue shade denote the best-fit function of rUV and the s1 error, respectively, calculated with Equation (22)

(see the text for the best-fit parameters). The up-scattering r ( )zUV at ~z 10 due to the large uncertainty in α does not affect the fitting result, because the uncertainty in
r ( )zUV is also large. Middle panel: te integrating from z=0 to a redshift z. The red line and the magenta shade represent t ( )ze and the s1 error, respectively, that are
consistent with r ( )zUV shown with the blue line in the left panel. The black line and the gray region show the values of te and its s1 error, respectively, obtained by
Planck Collaboration et al. (2016). Right panel: evolution of QH II. The green line and the light green shading represent QH II and the s1 error, respectively, that agree
with r ( )zUV shown with the blue line in the left panel based on Equation (16). The symbols denote constraints of QH II from Ota et al. (2008; filled circle), Konno et al.
(2014; open diamond), Carilli et al. (2010; filled square), Bolton et al. (2011; filled star), McQuinn et al. (2008; open circle), Ouchi et al. (2010; filled diamond),
McQuinn et al. (2007; filled pentagon), Mesinger (2010; open triangle), McGreer et al. (2011; open star), McQuinn et al. (2007), Mesinger & Furlanetto (2008),
Dijkstra et al. (2011; open pentagon), Chornock et al. (2013, 2014; filled hexagons), Totani et al. (2014; open hexagon), and Patel et al. (2010; open square).

Figure 10. Contours at 68% (pink shading) and 95% (magenta shading)
confidence levels of xá ñfesc ion and Mtrunc parameters. The upper horizontal axis
represents xá ñfesc ion , and the lower horizontal axis denotes the average escape
fraction á ñfesc under the assumption of x =-[ ]log erg Hz 25.34ion

1 (Bouwens
et al. 2016b). The blue shading shows the 68% confidence contour calculated
with the constraints of Dz from Planck Collaboration et al. (2016). The solid
lines represent D =z 1.0, 2.0, 3.0, and 5.0.
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represents xá ñfesc ion , and the lower horizontal axis denotes the average escape
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Ishigaki, Kawamata, Ouchi, MO+ ApJ 854(2018)73

• analysis of all 6 HFF 
clusters

• a simple galaxy reion 
model can explain all 
observations
[also talks by D. Coe, R. Bouwens]



Some high-z galaxy results
Kawamata, Ishigaki, Shimasaku, MO+ ApJ 855(2018)4

luminosity function derivation, especially at faint magnitude
ranges. Thus, the faint-end slope becomes shallower. The
effects of the size–luminosity relation on the luminosity
function are further discussed in Section 5.4.

The characteristic magnitude, * = - -
+M 20.73 0.81

0.46, is consis-
tent with those of previous work. Since the marginalized
distribution has a long tail toward the brighter magnitude, the
mode of it is slightly larger, M*;−20.56. The uncertainty in
M* is relatively large, probably because we do not use bright-
galaxy samples from large-area surveys.

The parameters of the size–luminosity relation strongly
correlate with those of the luminosity function. The most
important may be the correlation between α and β, which has
been pointed out by several works, including Grazian et al.
(2011) and Bouwens et al. (2017a, 2017b). The top panel of
Figure 10 shows the correlation between α and β obtained in
this work together with the previous measurements of these
parameters presented in Table 2. We find that the steeper α in
Atek et al. (2015a) and Ishigaki et al. (2017) will become
further consistent with ours if steeper size–luminosity relations
are assumed. Even with our large and deep sample, at z∼6–7
there still remains a moderate uncertainty in α due to the
uncertainty in the size–luminosity relation. This uncertainty in
α is propagated to the UV luminosity density, a key quantity to
calculating the number density of ionizing photons, although
no previous studies on cosmic reionization have considered this
uncertainty. We note that although the values of α obtained in
Laporte et al. (2016) and Livermore et al. (2017) are consistent
with our value, their α–β combinations are outside (with a
large margin) of the 95% confidence ellipse obtained in this
study. This demonstrates that these parameters must not be
determined independently.

We also compare our α and β measurements with the results
of the semi-analytical model of galaxy formation L-GALAXIES
(Henriques et al. 2015). We run the L-GALAXIES code on two
N-body dark matter simulations of different resolutions, the
Millennium (Springel et al. 2005) and Millennium-II (Boylan-
Kolchin et al. 2009), and combine the two galaxy catalogs to
probe a wide halo mass range. Applying Equation (12) to the
combined catalog finds that L-GALAXIES predicts an α
consistent with our value but a significantly flatter β. Results
of the semi-analytical model of galaxy formation MERAXES
(Mutch et al. 2016; Liu et al. 2017) are also compared. We find
a good agreement with our results for z∼6–7 and 8 and an
acceptable agreement for z∼9. Note that the values of β
obtained here are different from those obtained in Liu et al.
(2017) because of different fitting methods.

However, we find that the two models tend to predict
relatively flatter size–luminosity relations, especially at
z∼6–7 and 9. Their sizes are calculated essentially based on
the analytical model by Mo et al. (1998). The flatter size–
luminosity relations than observed may suggest the importance
of careful calculations of the exchange of angular momentum
between the dark matter halo and the stellar disk. Indeed,
MERAXES assumes a constant specific angular momentum of
jd/md=1, which disagrees with our result in Section 5.3. In
L-GALAXIES, specific angular momenta are calculated and
compared with those by other semi-analytical models and
hydrodynamical simulations (e.g., Guo et al. 2016; Hou
et al. 2018). However, we do not discuss their results because
they provide only the specific angular momenta of cooled gas,
which may be systematically different from the specific angular

momenta of disks, jd/md. Further comparison between the
observations and simulations is beyond the scope of this paper.
Another parameter set that shows a strong correlation is α

and M*, as seen in Figure 6 and as has been reported in

Figure 10. Correlations between the faint-end slope of the luminosity function,
α, and the slope of the size–luminosity relation, β, overplotted with the
observational results presented in Table 2 (filled squares) and simulation results
(open squares). The top, middle, and bottom panels show the results at
z∼6–7, 8, and 9, respectively.
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• galaxy size important for galaxy LF measurements!

• degeneracy between LF and size parameters
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[also talks by D. Coe, R. Bouwens]



Quantify goodness of mass models 

• blind test from mass modeling of simulated 
strong lensing clusters (e.g., Meneghetti+2017)  

    [talks by M. Meneghetti, C. Giocoli]

• blind test from magnifications and time delays 
of lensed SNe (e.g., Rodney+2015; Kelly+2015, 2016)

   [talks by N. Lyskova, P. Kelly, S. Rodney, T. Petrushevska]

• root-mean-square (RMS) of differences of 
multiple image positions btw obs and model

   [talks by G. Caminha, L. Williams]



RMS of multiple image positions

source
plane

image
plane

model

obs

• typically 0.3”−0.7” for HFF 
cluster mass modeling

   (worse than meas. error)

• many caveats:
  − smaller RMS does not 
     necessarily mean better
  − overfitting? use training 
     and test samples
     (e.g., Remolina Gonzalez+2018)

  − beware of misidentification 
     of multiple images

|θobs−θmodel|

|βobs−βmodel|



How should we define RMS or χ2?

∑
| ⃗θ obs − ⃗θ model |

2

σ2

∑
| ⃗β obs − ⃗β model |

2

μ−1σ2

∑
|M( ⃗β obs − ⃗β model) |2

σ2

M−1 =
∂ ⃗β

∂ ⃗θ

∑
| ⃗β obs − ⃗β model |

2

σ2

(1)

(2)

(3)

(4)

estimate RMS in the image plane,
robust but time-consuming

estimate RMS in the source plane
with mag tensor, very similar to (1)
(see MO PASJ 62(2010)1017)  

approximated version of (2)

can be biased toward higher 
magnifications (flatter profiles)

choose proper one!



Improvements of RMS
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• mass modeling 
of clusters w/
≳50 multiple 
images

• plotted data 
not complete

• RMS getting 
better….



Improvements of RMS
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zero by ~2020?
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Open (?) questions

• can we improve (no-overfitting) RMS further, 
and if yes, down to what value?

• does RMS contain any useful cosmological 
information such as small scale power of 
density fluctuations?

• how well can we understand/model line-of-
sight contributions?



Cluster lensing and dark matter

• strong lensing allows us to accurately 
measure dark matter (DM) distribution near 
the cluster center

• it provides useful constraints on DM models!



Things to check
• central density profile (e.g., Newman+2013; 

Caminha+2017)    

• ellipticity (e.g., Richard+2009; MO+2012)    

• (mis-)alignment between DM and 
stellar dist. (e.g., Donahue+2016; Jauzac+2018)    

• offset between centroids of DM and 
stellar dist. (e.g., Harvey+2017; Massey+2018)    

• subhalos/substructures  (e.g., Jauzac+2016; 

Mohammed+2016; Natarajan+2017)   

self
interacting 

DM

warm DM
fuzzy DM
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Figure 7. The mean ellipticities of di↵erent components against
p
ab of the fitted ellipses. The quoted error-bars indicate the correspond-

ing standard deviation. Symbols of DM (filled circles), star (crosses), XSB (diamonds), and SZ (open triangles) are shifted horizontally
by �0.01, �0.02, 0.01, and 0.02Mpc, respectively just for illustration purpose. A red star symbol at

p
ab = 20 kpc represents a mean value

of the ellipticity of the CG.

Figure 8. The rms of the position angle di↵erence for di↵erent components against
p
ab of the fitted ellipses. Filled circles, crosses,

filled squares, open diamonds, and open triangles correspond to the rms values of DM, star, gas, XSB, and SZ, respectively. Solid and
dashed lines indicate the rms of position angle relative to the CG and total surface matter density, respectively.

Although the satellite distribution is a better prior than the
BCG, one should keep in mind that there is a non-negligible
scatter between position angles of stellar components and
total matter distribution, ��✓ ⇠ 15�, which must be taken
into account when interpreting the stacking analysis results.

6 COMPARISON WITH OBSERVATIONS

Although the Horizon-AGN simulation is a state-of-the-art
cosmological hydrodynamical simulation, it cannot perfectly
reproduce the real universe. The results described above sec-
tions are thus valid only for the specific situation such as

MNRAS 000, 1–19 (2017)
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Okabe, Nishimichi, MO+ MNRAS 478(2018)1141

• detailed prediction based on the Horizon-AGN 
cosmological hydrodynamical simulation 

• star, gas and DM reasonably well aligned

ellipticity PA alignment



Quick check with HFF+ 

• HFF clusters and some other clusters with 
accurate GLAFIC mass models 

• compare halo ellipticity from strong lens 
modeling with ellipticity of BCG light profile

• also check the alignment of position angles 

everything is very preliminary
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Comparison with Horizon-AGN 
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Figure 4. Correlation of ellipticities of di↵erent components evaluated at
p
ab = 0.1Mpc against that of the CG. Red and black symbols

indicate those with the position angle relative to the CG of �✓ < 10� and > 10�, respectively.
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• ellipticities of DM and BCG are similar in 
Horizon-AGN, but different in observation (?)

everything is very preliminary

Horizon-AGN (Okabe+2018)observation



More dark matter studies  
• caustic crossing near the critical curve can 
   constrain compact DM (primordial black holes)
   (Kelly+2018; Diego+2018; Venumadhav+2018; MO+2018)

(NASA/ESA/P. Kelly)

see 
P. Kelly’s
talk!

“Icarus” 
found in 
MACS1149



Constraint on compact DM
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• due to saturation 
high μ found in  
Icarus cannot be 
explained in  
compact DM 
scenario

• close window
    at 10-100 Msun
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FIG. 7: Constraints on the mass (M) and abundance (fp) of
compact dark matter. Shaded regions show excluded regions
from caustic crossing studied in this paper, microlensing ob-
servations of M31 with Subaru/Hyper Suprime-Cam (HSC)
[11], EROS/MACHO microlensing [6, 9], ultra-faint dwarf
galaxies (UFDs) [42], and Planck cosmic microwave back-
ground observations (Planck) [43]. For UFDs and Planck,
conservative limits are shown by solid lines, whereas more
stringent limits are shown by dashed lines.

dark matter becomes much smaller than the source size.
In this case, any lensing effects by compact dark matter
is smeared out due to the finite source size effect, and as
a result it does not cause any saturation. We can write
this condition as

θE√
µt

! βR. (74)

Given the allowed range of the source radius R and µt <
100, this condition reduces to

M ! 1.5× 10−5M⊙. (75)

From this argument, we can derive constraints on the
mass M and abundance fp of compact dark matter. Fig-
ure 7 shows the rough excluded region in the M -fp plane
from the observation of MACS J1149 LS1. As discussed
in [1], the very high abundance of ∼ 30 M⊙ black holes
[29], which is motivated by recent observations of gravita-
tional waves [44], is excluded, although more careful com-
parisons with simulated microlensing light curves should
be made in order to place more robust constraints.

We expect that we can place tighter constraints on
compact dark matter from long monitoring observations
of giant arcs and careful analysis of observed light curves.
This is because point mass lens with different masses have
quite different characteristics of light curves such as time
scales and peak magnifications. Therefore, observations
or absence of light curve peaks with different time scales
may be used to place constraints on the abundance of
compact dark matter with different masses, although we
have to take account of the uncertainty in the velocity for

the robust interpretation. As discussed in [26], another
clue may be obtained by detailed observations of light
curves before and after the peak. As mentioned above,
in order to obtain robust constraints on compact dark
matter from observations, it is also important to conduct
ray-tracing simulations that include both ICL stars and
compact dark matter, as was partly done in [26]. Ray-
tracing simulations are helpful to better understand what
kind light curves such compound lens system predict.

VII. SUMMARY AND DISCUSSIONS

In this paper, we have adopted a simple analytical lens
model that consists of a point mass lens and a constant
convergence and shear field, which is used to study lens-
ing properties of a point mass lens embedded in high
magnification regions due to the cluster potential. This
model has been used to derive characteristic scales of
caustic crossing events in giant arcs, such as the time
scale of light curves and maximum magnifications, as a
function of the mass of the point mass lens and the ra-
dius of the source star. We have tuned model parame-
ters to the MACS J1149 LS1 event to constrain lens and
source properties of this event. We have also computed
expected event rates, and derived additional constraints
on the lens and source properties of MACS J1149 LS1.

Our results that are summarized in Figures 3 and 4
indicate that MACS J1149 LS1 is fully consistent with
microlensing by ICL stars. The allowed ranges of the
lens mass and source radius are 0.1 M⊙ ! M ! 4 ×
103M⊙ and 40 R⊙ ! R ! 260 R⊙, respectively. The
most plausible radius of the source star is R ≈ 180 R⊙

(luminosity L ≈ 6 × 105 L⊙), which is consistent with
a blue supergiant. In this case, the source star should
have been magnified by a factor of ≈ 4300 at the peak.
Our results suggest that the allowed ranges of the lens
mass and source radius are relative narrow, which limit
the possibility of explaining MACS J1149 LS1 by exotic
dark matter models.

We have discussed the possibility of constraining com-
pact dark matter in the presence of ICL stars. Using
the saturation argument, we have shown that compact
dark matter models with high fractional matter densi-
ties (fp " 0.1) for a wide mass range of 10−5M⊙ !
M ! 102M⊙ are inconsistent with the observation of
MACS J1149 LS1 because such models predict too low
magnifications at the position of MACS J1149 LS1. We
note that this constraint from the saturation condition
should be applicable to the total compact dark matter
fraction for models with extended mass functions [45].
We expect that we can place tighter constraints on the
abundance and mass of compact dark matter by careful
analysis of observed light curves as well as more observa-
tions of caustic crossing events.

In this paper, we have assumed a single star as a source.
As discussed in [1], there is a possibility that the source
is in fact a binary star, based on multiple peaks in the

MO, Diego, Kaiser+ PRD 97(2018)023518

excluded by 
“Icarus” obs



Summary 
• significant advance of cluster strong lensing 

mass modeling after HFF

• further improvement possible? note that we 
want to get “accurate” mass models rather 
than “precise” ones

• a lot of room to explore dark matter from 
cluster strong lensing


